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Pertanika Journal of Science & Technology
About the Journal
Overview
Pertanika Journal of Science & Technology (PJST) is the official journal of Universiti Putra Malaysia 
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes 
the scientific outputs. It neither accepts nor commissions third party content.

Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the 
publication of original papers, it serves as a forum for practical approaches to improving quality in issues 
pertaining to science and engineering and its related fields.

PJST is a quarterly (January, April, July and October) periodical that considers for publication original 
articles as per its scope. The journal publishes in English and it is open to authors around the world 
regardless of the nationality.

The Journal is available world-wide.

Aims and scope
Pertanika Journal of Science & Technology aims to provide a forum for high quality research related to 
science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, 
engineering, engineering design, environmental control and management, mathematics and statistics, 
medicine and health sciences, nanotechnology, physics, safety and emergency management, and 
related fields of study.

History
Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals 
as Pertanika Journal of Tropical Agricultural Science, Pertanika Journal of Science & Technology, and 
Pertanika Journal of Social Sciences & Humanities to meet the need for specialised journals in areas of 
study aligned with the interdisciplinary strengths of the university.

After almost 28 years, as an interdisciplinary Journal of Science & Technology, the journal now focuses 
on research in science and engineering and its related fields.

Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.

Quality
We aim for excellence, sustained by a responsible and professional approach to journal publishing. 
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission 
to publication for the articles averages 5-6 months.

Abstracting and indexing of Pertanika
The journal is indexed in SCOPUS (Elsevier), Clarivate-Emerging Sources Citation Index [ESCI (Web of 
Science)], BIOSIS, National Agricultural Science (NAL), Google Scholar, MyCite and ISC.

Future vision
We are continuously improving access to our journal archives, content, and research services. We have 
the drive to realise exciting new horizons that will benefit not only the academic community, but society 
itself.
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Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.

Publication policy
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration 
by two or more publications. It prohibits as well publication of any manuscript that has already been 
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript 
that has been published in full in Proceedings.

Code of Ethics
The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its journal 
publications to reflect the highest in publication ethics. Thus all journals and journal editors are expected 
to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or visit the 
Journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php

International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. All Pertanika journals have ISSN as well as an e-ISSN.

Pertanika Journal of Science & Technology: ISSN 0128-7680 (Print); ISSN 2231-8526 (Online).

Lag time
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks). The 
elapsed time from submission to publication for the articles averages 5-6 months.

Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of initial 
submission without the consent of the Journal’s Chief Executive Editor.

Manuscript preparation
Refer to Pertanika’s Instructions to Authors at the back of this journal.

Editorial process
Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript, and 
upon the editorial decision regarding publication.

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are 
usually sent to reviewers. Authors are encouraged to suggest names of at least three potential reviewers 
at the time of submission of their manuscript to Pertanika, but the editors will make the final choice. The 
editors are not, however, bound by these suggestions.

Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt 
of manuscript. Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are 
accepted conditionally, pending an author’s revision of the material.

The Journal’s peer-review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted 
manuscripts.

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the 
most appropriate and highest quality material for the journal.
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y Operating and review process
What happens to a manuscript once it is submitted to Pertanika? Typically, there are seven steps to the 
editorial review process:

1.	 The Journal’s Chief Executive Editor (CEE) and the Editorial Board Members (EBMs) examine 
the paper to determine whether it is appropriate for the journal and should be reviewed. If 
not appropriate, the manuscript is rejected outright and the author is informed.

2.	 The CEE sends the article-identifying information having been removed, to 2 or 3 reviewers 
who are specialists in the subject matter represented by the article. The CEE requests them to 
complete the review within 3 weeks.

	 Comments to authors are about the appropriateness and adequacy of the theoretical or 
conceptual framework, literature review, method, results and discussion, and conclusions. 
Reviewers often include suggestions for strengthening of the manuscript. Comments to the 
editor are in the nature of the significance of the work and its potential contribution to the 
research field.

3.	 The Editor-in-Chief (EiC) examines the review reports and decides whether to accept or 
reject the manuscript, invites the author(s) to revise and resubmit the manuscript, or seek 
additional review reports. Final acceptance or rejection rests with the CEE and EiC, who 
reserve the right to refuse any material for publication. In rare instances, the manuscript is 
accepted with almost no revision. Almost without exception, reviewers’ comments (to the 
author) are forwarded to the author. If a revision is indicated, the editor provides guidelines to 
the authors for attending to the reviewers’ suggestions and perhaps additional advice about 
revising the manuscript.

4.	 The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns. The authors return a revised version of the paper to the CEE along with 
specific information describing how they have answered’ the concerns of the reviewers and 
the editor, usually in a tabular form. The author(s) may also submit a rebuttal if there is a need 
especially when the authors disagree with certain comments provided by reviewer(s).

5.	 The CEE sends the revised paper out for re-review. Typically, at least 1 of the original reviewers 
will be asked to examine the article. 

6.	 When the reviewers have completed their work, the EiC examines their comments and 
decides whether the paper is ready to be published, needs another round of revisions, or 
should be rejected. If the decision is to accept, the CEE is notified.

7.	 The CEE reserves the final right to accept or reject any material for publication, if the processing 
of a particular manuscript is deemed not to be in compliance with the S.O.P. of Pertanika. An 
acceptance letter is sent to all authors.

	 The editorial office ensures that the manuscript adheres to the correct style (in-text citations, 
the reference list, and tables are typical areas of concern, clarity, and grammar). The authors 
are asked to respond to any minor queries by the editorial office. Following these corrections, 
page proofs are mailed to the corresponding authors for their final approval. At this point, 
only essential changes are accepted. Finally, the manuscript appears in the pages of the 
journal and is posted online.
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Foreword

i

Welcome to the 3rd 2021 issue for the Pertanika Journal of Science & Technology (PJST)! 

PJST is an open-access journal for studies in Science and Technology published by Universiti Putra 
Malaysia Press. It is independently owned and managed by the university for the benefit of the 
world-wide science community.

This issue contains 47 articles; 5 review articles; 2 short communications and the rest are regular 
articles. The authors of these articles come from different countries namely India, Indonesia, Iran, 
Iraq, Malaysia, Nigeria, Pakistan, Thailand and Yemen.

Articles submitted for this issue cover various scopes of Science and Technology including: 
applied sciences and technologies; chemical sciences; earth sciences; engineering sciences; 
environmental sciences; information, computer and communication technologies; material 
sciences, mathematical sciences; and medical and health sciences.

The first article selected is on comparative analyses on synthetic membranes for artificial blood 
feeding of Aedes aegypti using digital thermo mosquito blood feeder (DITMOF). In this study, three 
synthetic membranes were compared (Parafilm-M, Polytetrafluoroethylene tape or PTFE tape 
and collagen sausage casing) to blood feeding Aedes aegypti. The membranes were incorporated 
with in-house developed device named as DITMOF to heat the cattle blood for mosquito feeding. 
Results showed that PTFE tape recorded the highest blood feeding rate (95.00% ± 1.67%) with 
significant mean difference (p <0.001) as compared to both Parafilm-M (72.00% ± 2.60%) and 
collagen sausage casing (71.50% ± 3.50%). However, there was no difference in term of fecundity 
for mosquito feed with all three membranes tested (p=0.292). Full information on this study is 
presented on page 2073.

A regular article titled “Spatial distribution of picophytoplankton in southeastern coast of 
peninsular Malaysia using flowcytometry” was written by Roswati Md Amin and co-researchers 
from Universiti Malaysia Terengganu. Picophytoplankton has been described as the smallest 
known autotrophic species; it is of great significance and present in all oceanic provinces. In 
this study, picophytoplankton was represented by Synechococcus, followed by picoeukaryotes 
and Prochlorococcus. The flow cytometry revealed a coastal–offshore gradient dominated 
by Synechococcus, followed by picoeukaryotes and Prochlorococcus. Synechococcus and 
picoeukaryote abundance was primarily distributed along the coast and progressively decreased 
seaward, whereas Prochlorococcus abundances showed a slight increasing trend from the middle 
parts of the study area to the open oceanic waters. The results of canonical correspondence 
analysis demonstrate that the total chlorophyll, pH, dissolved oxygen, and temperature would 
favor the abundance of picophytoplankton assemblages in the study areas. Detailed information 
on this study can be found on page 2103.



ii

Rauda A. Mohamed and co-authors from National Defence University of Malaysia had proposed 
in silico study of potential non-oxime reactivator for sarin-inhibited human acetylcholinesterase 
(AChE). Fourteen compounds have been screened via in silico approach for their potential as 
sarin-inhibited human acetylcholinesterase poisoning antidotes. A commercially available 
antidote, 2-PAM was used for the comparison. Results revealed that (R)-Boc-nipecotic acid shows 
shorter nucleophilic attack distance and high binding affinity implying that this compound could 
be an alternative antidote towards sarin inhibited-hAChE. Despite the commercial charged oxime, 
2-PAM, which might present better nucleophilicity towards sarin-inhibited AChE, the uncharged 
(R)-Boc-nipecotic acid is presumed to penetrate the blood-brain barrier and worth to be proven 
experimentally. Further details of the article are available on page 2217. 

We anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking and useful in reaching new milestones in your own research. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful. 

All the papers published in this edition underwent Pertanika’s stringent peer-review process 
involving a minimum of two reviewers comprising internal as well as external referees. This was to 
ensure that the quality of the papers justified the high ranking of the journal, which is renowned 
as a heavily-cited journal not only by authors and researchers in Malaysia but by those in other 
countries around the world as well. 

A special appreciation to all the International Advisory Board of PJST (2018-2020) for serving 
the journal for the past three years in ensuring Pertanika plays a vital role in shaping the minds 
of researchers, enriching their lives, and encouraging them to continue their quest for new 
knowledge. Also, we welcome the new International Advisory Board on board. We hope that 
their involvement and contributions towards Pertanika would not only improve its quality but 
also support the development efforts in making it an international journal of good standing.

We would also like to express our gratitude to all the contributors, namely the authors, reviewers, 
Editor-in-Chief and Editorial Board Members of PJST, who have made this issue possible. 

PJST is currently accepting manuscripts for upcoming issues based on original qualitative or 
quantitative research that opens new areas of inquiry and investigation. 

Chief Executive Editor 
Dr. Mohammad Jawaid 
executive_editor.pertanika@upm.edu.my
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Wastewater from Washed Rice Water as Plant Nutrient Source: 
Current Understanding and Knowledge Gaps
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1Department of Land Management, Faculty of Agriculture, Universiti Putra Malaysia, 43400 UPM, Serdang, 
Selangor, Malaysia
2Department of Soil Science, Faculty of Agriculture, Federal University Dutse, Nigeria. PMB 7156, Ibrahim 
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ABSTRACT

A significant wastewater source in every household is washed rice water (WRW) because 
it contains leached nutrients (from washing the rice prior to cooking) that could be used 
as fertilizer. The paper reviewed the current understanding of the potential use of WRW 
as a plant nutrient source. WRW was shown to increase vegetables growth, such as water 
spinach, pak choy, lettuce, mustard, tomato, and eggplant. Different researchers have used 
various amounts of WRW, and their results followed a similar trend: the higher the amount 
of WRW, the higher the plant growth. WRW has also been used for other purposes, such as 
a source of carbon for microbial growth. WRW from brown rice and white rice had nutrients 
ranging from 40-150, 43-16306, 51-200, 8-3574, 36-1425, 27-212, and 32-560 mg L-1 of N, 
P, K, Ca, Mg, S, and vitamin B1 (thiamine), respectively. Proper utilization of WRW could 
reduce chemical fertilizer use and prevent both surface and groundwater contamination 

and environmental pollution. However, only 
a few of the studies have compared the use 
of WRW with the use of conventional NPK 
fertilizer. The major drawback of WRW 
studies is that they lack depth and scope, 
such as determining the initial and (or) 
final soil physico-chemical properties or 
plant nutrient contents. Considering the rich 
nutrient content in WRW, it will impact plant 
growth and soil fertility when used as both 
irrigation water and plant nutrient source. 
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Therefore, it is recommended that studies on WRW effect on soil microbial population, 
plant, and soil nutrient contents to be carried out to ascertain the sustainability of WRW 
use as a plant nutrient source.  

Keywords: Irrigation, liquid fertilizer, plant growth, soil microbes, wastewater 

INTRODUCTION

Washed rice water (WRW) refers to the water used in washing rice before the rice is 
cooked. Milled rice is washed prior to cooking to remove the bran, dust, and dirt from the 
rice (Juliano, 1993). But rice washing can remove a significant amount of water-soluble 
nutrients from the rice. Several studies as reviewed by Juliano (1985) have shown that 
rice washing can lose up to 7% protein, 65% crude fat, 30% crude fiber, 59% thiamine, 
26% riboflavin, 60% niacin, 26% Ca, 47% P, 47% Fe, 11% Zn, 70% Mg, and 41% K via 
leaching from the rice. Although these losses mean fewer nutrients are available in the 
rice for human consumption, they also mean the WRW, now enriched by these leached 
nutrients, could be used as a liquid plant fertilizer and soil amendment. There are many 
claims on the beneficial effects of WRW as a plant fertilizer, but these claims are very often 
anecdotal, given without any support of strong scientific evidence.

Unfortunately, rigorous, and in-depth scientific studies on the specific use of WRW 
as a plant fertilizer are very scarce. Instead, the research focus and interests on WRW are 
mostly on its potential use for either human or animal health (e.g., use of washed rice water 
as a health supplement or medical treatment) or cosmetology purposes (e.g., use of washed 
rice water as a human facial, skin, and hair care).  From our search of the literature, most 
of the research on the potential use of WRW for agriculture purposes appears to be done 
in Indonesia. Moreover, these studies are often reported in non-English (though some of 
these reports include abstracts in English). These reports are also not easily available, and 
they are mostly published in non-cited journals. 

But why use WRW when there are conventional fertilizers available? Reusing washed 
rice water ought to be encouraged because its practice is a part of better water governance. 
Global freshwater demand is expected to increase by 55% by 2050 (Park, 2013). This 
increase is mainly due to detrimental climate change and increasing world population, 
driving the United Nation to advocate for more effective water governance. Wastewater, 
rather than just being discarded into the environment, is instead reused, treated, or recycled. 
The AQUASTAT database of the Food and Agriculture Organization of the United Nations 
(FAO) estimates more than half of the global freshwater withdrawals are simply discarded 
as wastewater into the environment (WWDR, 2016). Municipal water demand corresponds 
to 11% of the global freshwater withdrawal, but out of this, only 3% is consumed, with 
the remaining 8% simply discarded, unused, as wastewater. Used water is being generated 
by towns and cities, from domestic purposes. These activities represent a waste product 
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that must be utilized downstream as a resource or otherwise safely disposed. The average 
volume of wastewater generated daily by human activities depends on the water availability 
in the house, cultural type, cost of water, and socioeconomic conditions (Kalavrouziotis, 
2015). “United Nations Agenda for Sustainable Development 2030” additionally aims to 
manage and reduce the release of wastes and chemicals into the environment (FAO, 2015).

Amoro et al. (2019) stated that the increase in water scarcity has increased the interest 
in finding various ways for wastewater reuse. Recently, there is an increase interest in 
wastewater utilization for irrigation (Khalid et al., 2018). Water scarcity, together with soil 
erosion, land degradation, and climate change, are the main threats to crop productivity 
(Roy et al., 2011). The most significant contribution of wastewater reuse in agriculture is 
to reduce the pressure on freshwater sources (Jaramillo & Restrepo, 2017; Winpenny et al., 
2013). The greatest global water user is agriculture, which consumes 70% of available water 
(Pimentel & Pimentel, 2007). Thus, wastewater reuse contributes to food safety; thereby, 
increasing agricultural production in regions experiencing water shortages (Corcoran et 
al., 2010). The reasons for wastewater reuse are two-fold: water for the ever-increasing 
world population and for agriculture activities (Pescod, 1992), which make it necessary and 
worth to initiate and support wastewater reuse projects all over the world (Kretschmer et 
al., 2002). Kretschmer et al. (2002) for instance, reported that wastewater has the potential 
in improving soil properties and increasing plant yield. 

The use of wastewater has been reported to save 45 to 94% of fertilizer needed in 
alfalfa and wheat production (Balkhair et al., 2013). The effects of wastewater application 
on the soil nutrient status and nutrient use efficiency are also reported in crop production. 
It was observed that the yield of marketable fruit was higher with wastewater compared 
to the use of groundwater (Gatta et al., 2015a; Gatta et al., 2015b). Some other studies 
(Aghtape et al., 2011; Cirelli et al., 2012; Li & Li, 2009) have also indicated the efficacy 
and superiority of wastewater irrigation which could be attributed to their enriched nutrients 
content. The wastewater application on soil also affects the soil microbial activity either 
directly or indirectly by changing the soil physicochemical properties (Ibekwe et al., 2018; 
Oliveira & Pampulha, 2006). 

Considering that rice is the second most widely grown cereal, and it is eaten by nearly 
half of the world’s population (GRiSP, 2013), the practice of reusing WRW can potentially 
lead to considerable savings in water as well as fertilizer use. Consequently, less dependence 
on energy in today’s environment of detrimental climate change. The use of biofertilizers is, 
therefore, a part of sustainable agriculture that was proposed to reduce the use of chemical 
fertilizers (Sairi et al., 2018).

This review has found only 41 papers or studies that specifically used WRW as a 
plant fertilizer or soil amendment. But only about 10% of these papers were published in 
indexed journals, and the others: 61% in non-indexed journals and 29% in student research 
reports. This breakdown of papers indicates a lack of in-depth study on the potential use 
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of WRW. The objective of the paper was to review these studies to determine our current 
understanding on WRW and its potential use as organic liquid plant fertilizer, identify the 
knowledge gaps, and finally recommend future research.

RICE TYPES

There are many rice forms, such as rough rice, brown rice, parboiled rice, regular milled 
white rice, pre-cooked rice, quick-frozen rice, and crisped, puffed or expanded rice 
(Kanchanawongkul, 2004). The mineral composition of rice differs according to rice variety, 
rice fertilization and cultivation, rice processing and cooking, and the soil type on which 
the rice is grown (Abbas et al., 2011; Roy et al., 2011). The parboiling in rice processing 
helps to retain some of the nutrients, where milling losses and rice recovery (whole rice 
kernels after milling) are energy-and labor-intensive activities (Roy et al., 2011). Brown 
rice is unmilled rice with its bran still intact. It is whole grain rice with an intact bran layer 
having its inedible outer hull removed (Upadhyay & Karn, 2018). Many researchers have 
reported that brown rice has a higher nutrients content than white rice (Babu et al., 2009; 
Pascual et al., 2013).  Essential nutrients like iron, manganese, phosphorus, zinc, thiamine, 
niacin, vitamin E, dietary fiber, protein, and carbohydrate are higher due to the presence of 
an unremoved bran layer (Babu et al., 2009; Pascual et al., 2013). Red rice is considered 
as a weed in many countries, such as Greece, Latin America, Spain, and other temperate 
regions where this rice is grown with white rice (Patindol et al., 2006). However, in some 
countries, such as Sri Lanka and the Philippines, red rice is grown as a staple rice cultivar 
(Itani & Ogawa, 2004). Red rice is gaining popularity in Japan as a functional food because 
of its high polyphenols and anthocyanin content (Itani & Ogawa, 2004; Ling et al., 2001). 
White rice is known to have a higher glycemic index than other types of staple foods such 
as brown rice, whole grain, and barley (Helmyati et al., 2020). Black rice is one of the new 
rice that has a lower patronization rate (Helmyati et al., 2020). Together with brown rice, 
black rice is higher in fiber and antioxidants than white rice (Hernawan & Meylani, 2016). 

WASHED RICE WATER AND WATER GOVERNANCE  

Agricultural wastes are abundant in every country, with over 2 billion tons of household 
wastes generated globally, with more than 60 tons every second in the year 2020 (World 
Count, 2020). Malaysia produces about 2.6 million tons of agricultural wastes per year 
(Sreenivasan et al., 2012). It is estimated that about 3 million tonnes of rice are consumed 
yearly by Malaysians (Bee, 2019). As a conservative estimate, this works out to at least 3 
billion L of WRW produced per year by Malaysians, and this amount is unused and simply 
discarded. So, it would be beneficial if these wastes could instead be utilized to reduce 
environmental pollution and to increase soil fertility. Different authors have reported an 
increase in total organic carbon (TOC) and nitrogen due to irrigation using wastewater, 
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depending on the amount of organic matter in the wastewater (Jaramillo & Restrepo, 2017; 
Sun et al., 2014). 

The indiscriminate disposal of WRW is harmful to the environment (e.g., via N and 
P pollution) (Siagian, 2018). Based on the reported nutrient content of the WRW in Table 
1, it is evident that it is a potential source of contamination of our water sources (He et 
al., 2016b). Suryana et al. (2017) classified WRW as a waste considered insignificant or 
unimportant by the Indonesian public. The growing concern about the negative impacts of 
urban wastewater on the environment to reduce pollution has forced researchers to look for 
new and effective recycling alternatives (Santos et al., 2017). WRW from the household 
can serve as organic fertilizer for plant use (Iskarlia, 2017); besides, it can improve and 
increase soil fertility (Supraptiningsih et al., 2019) and use as an amendment (Brown et 
al., 2011; Cogger, 2005; Lehmann, 2011). 

Many places around the world discharge domestic wastewater into natural waters. 
Zou et al. (2012) reported about 96% of villages in China would simply discard domestic 
wastewater, which have contaminated natural water bodies. Winance et al. (2018) reported 
production of 4 L of WRW by every household in Baomekot Village being thrown every 
day as waste, which can be utilized as irrigation water. Consequently, a few WRW reuse 
communal programs have been established, such as in Lambangkuning Village, Indonesia 
(Supraptiningsih et al., 2019). This village comprised about 30 households, and each of 
them produced about 5 L of WRW every day, making 150 L per day. The WRW is collected 
from every household, pooled, and used to irrigate the garden crops in the village and 
homes. Another communal WRW program is in Polo Geulis, a village in Central Bogor, 
Indonesia, which practices a centralized water-saving system. WRW is collected from the 
town citizens, after which the water is used to irrigate and fertilize their neighborhood 
crops of herbs and vegetables (The Jakarta Post, 2017).

Washed Rice Water as Fertilizer

The global mineral fertilizer demand increases every year because its demand is affected 
by population and economic growth, agriculture production and governance, and food 
price (FAO, 2015). Compared with mineral fertilizers, organic fertilizer has a longer-term 
effect on soils and plants, and it is claimed to be more environmentally friendly (Chandini 
et al., 2019; Sairi et al., 2018; Shaviv, 2001). However, one of the shortcomings of organic 
fertilizer is its slower effect on plants than inorganic fertilizers due to the slower release 
of organic fertilizers’ nutrients. Among the organic fertilizers, liquid organic fertilizer is 
regarded to be better as the nutrients are applied in liquid soluble forms that can easily be 
absorbed by plants (Duaja et al., 2012). However, the nutrients release rates must match 
the plant nutrient uptake; otherwise, these nutrients, if not retained in the soils, may be 
lost via leaching.
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Recent researches have shown that WRW can be used as a plant nutrient source as 
indicated by Bahar (2016), Wardiah and Hafnati (2014), Suryana et al. (2017), Hairudin 
(2015), Fitriani (2019), Hariyadi (2020), Handiyanto et al. (2013) and Leandro (2009). The 
presence of carbohydrates, proteins, vitamins, and other minerals at different concentrations 
in the WRW (Juliano, 1985; Purnami et al., 2014), depends on several factors, such as 
the rice variety, rice sources, and rice washing intensity (Akib et al., 2015; Purba et al., 
2015; Purnami et al., 2014). Gibberellin and auxin are the two most common hormones 
employed in stimulating plant growth and both are reported to be present in WRW by 
Leandro (2009). Andrianto (2007) also attributed the increase in Adenium’s plant roots to 
the presence of vitamin B1 in the WRW, which stimulated the plant growth into having 
greater root biomass. Vitamin B1 (Thiamine) applied once every two days combined with 
KNO3 fertilizer increased the vegetative growth of Dendrobium sp. (orchid) seedlings 
(Sianipar, 2004).

The use of WRW as a plant nutrient source could reduce chemical fertilizer procurement 
and pollution. Kalsum et al. (2011) reported that fermented WRW contains numerous 
nutrients that are essential to plant growth and development. Carbohydrate is the most 
abundant content in WRW, by up to 300 mg L-1 (Kalsum et al., 2011; Nurhasanah et al., 
2010). Dini and Salbiah (2019) found WRW have nutrient contents large enough to increase 
the vegetative and physiological growth of pepper after being fermented with cellulolytic 
bacteria. Generally, the efficiency of wastewater as a crop nutrient source largely depends 
on the soil fertility level, type and nutrient requirement of the crop, and the nutrients in the 
wastewater. The nutrient use efficiency for wastewater is high (Khalid et al., 2018). This is 
because the nutrients present in wastewater are commonly found in a dissolved form and, 
therefore, they are readily available for plant uptake (Khalid et al., 2017). Moreover, the 
wastewater-induced nutrient supply matches the demand of crops because nutrients are 
supplied with each irrigation, compared to synthetic fertilizers usually applied to crops in 
splits (Khalid et al., 2017; Sadaf et al., 2017). 

An evaluation of WRW on the growth of both tomato and eggplant at different 
concentrations of the WRW gave a significant higher yield of their test crops such as in 
plant height, leaf number, and fresh plant weight (Istiqomah, 2012; Ariwibowo, 2012). 
Likewise, Karlina et al. (2013) compared the growth of spinach using different organic 
fertilizers and found WRW treatment to have a significant higher plant height than others. 
Consequently, they attributed the higher growth and yield to the higher nutrient contents 
of the WRW as well as the presence of a plant growth hormone (auxin). 

However, WRW studies are often plagued by common inadequacies such as  the 
absence of an initial and final soil analysis (e.g., Hairudin, 2015; Hariyadi, 2020) and lack 
of detailed description of the WRW application timings and methodology of the WRW 
preparation (e.g., Handiyanto et al., 2013; Hikmah, 2015), soil physicochemical and 
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microbial properties, and the application area (e.g., Ariwibowo, 2012; Fitriani, 2019), as 
well as lack of comparisons between WRW treatments with conventional fertilizers such as 
NPK (e.g., Bahar, 2016; Dini & Salbiah, 2019; Ginting et al., 2017; Wulandari et al., 2012). 

Washed Rice Water as a Potential Environmental Pollutant

Urban runoff and stormwater can, in some instances, find their way into sewage works 
(Duncomb et al., 1982). Industrial contamination is a major problem with sewage sludge; 
however, domestic sewage is also a potential significant contaminant (Naidu et al., 2004). 
Lack of such wastewater utilization practices will have adverse effects on nearby freshwater 
ecosystems and groundwater (He et al., 2016b). Moreover, biochemical oxygen demand 
(BOD) is high in WRW (2715 to 3800 mg L-1) produced from industrial rice washing 
before use in food processing (He et al., 2016a). Starch, proteins (mainly composed of 
glutelin), and vitamins are the main solid particles composition of WRW (Watanabe et 
al., 2013). Malaysian soils are typically low in soil organic matter and have low cation 
exchange capacity (Shamshuddin, 1989). Consequently, the country’s soils have inherently 
weak retention of nutrients that could increase the risk of large losses of nutrients via 
leaching. Leaching is a serious problem because large amounts of nutrients being leached 
out from the soil could pollute the groundwater and other water sources. The nutrient 
analyses of WRW show that it could be of greater concern due to its P and N content that 
can cause eutrophication and groundwater contamination, respectively (Table 1), upon 
their accumulation. The primary causes of groundwater contamination by nitrogenous 
compounds are landfill leachates (Nooten et al., 2008) and nitrogen-based fertilizer used 
in agriculture and uncontrolled wastewater discharge (Ghafari et al., 2008). 

The treatment of wastewater generally requires a sewage system and a costly 
wastewater treatment plant (Kretschmer et al., 2002). One reason for this is it requires 
constant supply of power that may not always be available in some countries (Kretschmer 
et al., 2002). He et al. (2016a) reported that WRW have NO3

-, NO2
-, NH4

+, total N, and 
total P in the range of 4.19 to 10.14, 0 to 0.08, 2.57 to 39.72, 51.26 to 84.79, and 23.41 
to 58.12 mg L-1, respectively. He et al. (2019) further used WRW for denitrification as a 
source of carbon for the microorganisms, which has a NO3

-, NO2
-, NH4

+, total N, total P, 
and total organic carbon 0.63, 0.04, 0.17, 66.82, 33.96 and 495 mg L-1, respectively. The 
presence of ammonia might be due to the degradation of WRW by microbes as stated by 
He et al. (2019). Deepa et al. (2008) reported that rice grains contain 7.95-9.52 g of protein 
100 g-1 of rice grains, which is second to carbohydrate (72.8-74.1 g 100g-1 of rice grains). 
The analyses by Deepa et al. (2008) indicated WRW could have a significant amount of 
protein, and the protein degradation would produce ammonium via ammonification (Jones 
& Kielland, 2012). 
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Washed Rice Water Nutrient Contents and its Effect on Plant Growth

Researchers have tested WRW on several crops which is shown in Table 2. They found 
that WRW increased the plant height, stem diameter, and yield of several crops such 
as: tomato (Ariwibowo, 2012; Hariyadi, 2020; Istiqomah, 2012; Leandro, 2009), water 
spinach (Bahar, 2016; Karlina et al., 2013; Syuhaibah, 2017), eggplant (Bukhari, 2013; 
Yulianingsih, 2017), and pak choy (Wardiah & Hafnati, 2014). WRW was also reported to 
have increased the lettuce yield and root weight (Siagian, 2018; Wulandari et al., 2012). 
It also increased the growth of mushroom (Handiyanto et al., 2013; Kalsum et al., 2011), 
height and leaf number of Adenium plant (Andrianto, 2007), chili (Sairi et al., 2018), as 
well as mustard green plants (Hairudin, 2015).

Wulandari et al. (2012) attributed the higher root growth of lettuce to the high sulfur 
(S) content (270 mg L-1) present in the WRW (Table 2), in which S helps in thiamine 
synthesis. Thiamine (Vitamin B1) is an essential component of plant stress responses, 
disease resistance, crop yield, and several non-coenzyme roles of this vitamin are being 
characterized (Fitzpatrick & Chapman, 2020). As shown in Table 1, when WRW is 
compared with organic material (OM), particularly liquid OM, WRW is a good plant 
nutrient source. However, despite lower nutrient contents than compost and sewage sludge, 
it is at par with EFB and POME for N, P, Ca, and Mg nutrients. This indicated that WRW 
could make a significant impact when simultaneously used as irrigation water and plant 
nutrient source (Kalsum et al., 2011; Karlina et al., 2013; Lestari, 2010; Nurhasanah, 2011; 
Wardiah & Hafnati, 2014). 

WRW will ferment over time. The maximum fermentation time tested was 6 days 
(Akib et al., 2015), where the fermented WRW was found to produce higher ethanol, 
phosphorus, nitrogen, and sulfur. Dini and Salbiah (2019) reported the nutrient contents of 
WRW fermented with a cellulolytic bacterial consortium to be 400, 280, and 1000 mg L-1 
of N, P, and K, respectively. The relatively higher amount of N, P, and K, as compared with 
Wulandari et al. (2012), Syuhaibah (2017), and Nurhasanah (2011), could be attributed to 
the presence of the bacteria in the work by Dini and Salbiah (2019).  Likewise, presence of 
bacteria capable of fixing atmospheric N and P, K solubilization could be why it has higher 
N and P (Table 1) as compared to the domestic waste used by Vermaat and Hanif (1998). 
Compared with the general nutrients content of other soil amendments such as EFB and 
compost (Table 1), WRW is a compatible plant nutrient supplement with the others. The 
commonly used soil amendments are compost and peat moss (Harrison, 2008; Sullivan et 
al., 2018), which compared with WRW, have higher N content by dry weight (3-1%), but 
have lower plant available N forms of 0.05 nitrates and 0.01% ammonium (Harrison, 2008).

Diana (2016) recorded high N (1.2%) content in fermented WRW (fermented with 
sugar and milk) for the development of biofertilizer (Table 1). Significant variability exists 
more in the N content in the WRW, with some authors reporting as high as 1.2% (Diana, 
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2016) while others far below 0.01% (Wulandari et al., 2012). These differences could be 
associated with the inadvertent fermentation of the WRW or differences in the rice washing 
intensity. When WRW is fermented, the complex compounds are broken down, which could 
lead to greater nutrient content. Wastewater irrigation in soil altered the ammonia-oxidizing 
bacterial population making the Nitrosospira and Nitrosomonas species dominant (Mechri 
et al., 2008). It is reported that wastewater containing an average concentration of 35 mg 
L-1 of N, 10 mg L-1 of P, and 30 mg L-1 of K, mostly meets many crops’ requirements, 
particularly vegetables (Kalavrouziotis, 2015). Overall, the results showed that the nutrient 
content, particularly N, P, and K (Table 1), are within the range expected to impact plant 
growth and development by Kalavrouziotis (2015). 

WRW can either be applied on a sole basis or in combination with other organic wastes 
with irrigation water. When applied with other organic wastes WRW generally showed 
significantly higher crop yields, particularly at higher WRW application rates (Table 2). 
Sairi et al. (2018) used NPK in the growth of chili seedlings and found it to be on par with 
fermented WRW, which led them to conclude that fermented WRW can be used as NPK 
replacement. Hariyadi (2020) substantiated it with a recent study that reported that WRW 
performed better than monosodium glutamate and air conditioner’s water on tomato’s 
growth (Table 2). 

Comparison between White and Brown Rice Washed Water on Plant Growth

Few studies compared WRW from white (WR) and brown rice (BR) on plant growth. 
Wulandari et al. (2012) reported WRW from both BR and BR had non-significantly 
increased the fresh and dry weight of lettuce as compared with just using tap water. Between 
the two types of WRW, WR water improved the fresh weight of the crop more significantly 
at an early stage, but at harvest, there was no significant difference than the BR water-treated 
plants. When WR and BR water were compared with tap water (control), higher roots dry 
weight was recorded in both WR and BR water, which differed significantly from control. 
Wulandari et al. (2012) and Syuhaibah (2017) reported no overall significant difference 
between WRW and tap water in lettuce and spinach growth, respectively (Table 2). 

Purnami et al. (2014) evaluated the use of WR and BR water on the growth of 
Phalaenopsis orchid nursery and found the use of BR water once every four days increased 
the total fresh weight, root length, plant height and higher above-grown biomass more than 
the WR water.  Fitriani (2019) studied the effect of different sources of WRW on the growth 
of pak choy at different concentrations but found no significant difference between the 
WRW types on the growth of the plant. This indicates that the WRW had met the nutrients 
requirement of pak choy enough to support its metabolism and growth. Istiqomah (2010) 
stated that BR washed water had a significant effect on the increase in plant height and 
number of leaves of celery plants. The results of Baning et al. (2016) showed the effect of 
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BR water at different concentrations on the growth of pepper plants and found to increase 
the number of leaves, fresh and dry weight and recommended its use on the growth of 
pepper (Table 2).

Effect of WRW on Microbial Growth

Juwarkar et al. (1988) found populations of soil bacteria, fungi, and actinomycetes 
increased with increasing domestic wastewater applications. An increase in Azotobacter 
soil population was also observed due to the wastewater application (Juwarkar et al., 1988). 
Other than for fertilizer, WRW has also been studied for its potential use as a growth media 
for the bacteria Bacillus thuringiensis (Blondine & Yuniarti, 2008) and an alternative media 
carrier for Pseudomonas fluorescence. These bacteria help to control rust disease and to 
stimulate the growth of plants (Nurhasanah et al., 2010). Fermentation of WRW can be aided 
using microorganisms such as Rhizopus, Aspergillus., Mucor, Amylomyces., Endomycopsis, 
Saccharomyces, Pichia anomala, Lactobacillus, and Acetobacter (Akib et al., 2015). The 
fermentation process helps break down the complex structure of carbohydrates into other 
simpler compounds such as bioethanol and other elemental forms of the compound that 
could easily be used by the plants. WRW can support the growth of useful microorganisms 
(bacteria) such as Rhizobium, Azospirillum, Azotobacter, Pseudomonas, Bacillus for plant 
growth, and soil fertility increased (Akib et al., 2015). Amalia and Chitra (2018) reported 
the presence of Pseudomonas fluorescence bacteria among other microorganisms in 
WRW. It is a potential biocontrol agent that adapts well to plant roots and can help plants 
fight against pathogens or be resistant to disease (Hoffland et al., 1996). Furthermore, 
the bacteria mentioned above can produce phytohormones, which stimulate growth and 
increases cell enlargement. These microbes play a role in controlling pathogens that cause 
rust and triggering the plant growth to be more effective (Hairudin, 2015). Sairi et al. (2018) 
reported that Bacillus spp. and Lactobacillus spp. to be the common genus in WRW upon 
fermentation. Ahemad and Kibret (2014) reported using both genera to increase plant 
growth either as biofertilizer or as a biocontrol agent against plant disease. However, WRW 
not only supports the growth of bacteria but also several fungi species, such as Trichoderma. 
Penicillium and Saccharomyces, found upon fermentation for seven days, these fungi are 
beneficial to plant growth (Sairi et al., 2018). WRW has also been used as growth media 
for lactic acid bacteria (Watanabe et al., 2011; Watanabe et al., 2009). 

LIMITATIONS

To our knowledge, this paper is the first review the specific use of WRW as a plant fertilizer. 
Most of the prior studies on WRW were done at the diploma and undergraduate level, 
which together with non-peer reviewed journals, made up 90% WRW studies. Only 10% 
of the 41 WRW studies were published in peer-reviewed journals. For this review, the 
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use of students’ reports and non-indexed journals were inevitable because of the lack of 
literature on the WRW use as a plant fertilizer. This indicates a knowledge gap in WRW 
reuse in agriculture.

Most WRW studies did not report the application frequency of the WRW, how WRW 
was applied, or even the area of the field or plot used. Furthermore, most of the WRW 
studies did not carry out the chemical analyses on the WRW used; neither did they analyze 
the initial and final plant and soil nutrient content. Consequently, it is unknown if, or by 
how much, the WRW had increased the nutrient content of the various test crops and soils 
due to WRW application alone. The effect of WRW on many basic soil physicochemical 
properties was also not measured. All their studies were focused only on a limited number 
of plant growth parameters. WRW studies that did WRW nutrient analyses examined only 
the macronutrients (N, P, K), none on the micronutrient contents, with few comparisons 
with NPK mineral fertilizer. WRW studies so far have all been to examine WRW effects 
over a short-term period (e.g., one planting cycle). But WRW may have a long-term impact 
on the soil nutrients as well as the soil microbial population. Although many research 
papers on WRW lack scientific robustness, they remain useful because their findings, at 
best, suggest that WRW can be beneficial to plant growth and yield as well as increase 
beneficial soil bacteria for soil health.

CONCLUSIONS AND RECOMMENDATIONS

WRW contains nutrients that could supplement conventional fertilizers (Table 1). It was 
reported to increase the growth of many crops ranging from the above to below-ground 
biomass (Table 2). Furthermore, it has also been used in combination with other wastes 
and was observed to increase plant growth. Various rates of the WRW have been used, 
with no reported negative effects even at high WRW rates.  WRW appears suitable as a 
supplemental organic fertilizer to other organic and chemical fertilizers. Thus far, the severe 
limitation on WRW research is the lack of scientific rigor, lack of research methodology 
description, and, most importantly, the bulk of the study was published in non-indexed 
reports. Therefore, the results from these researches are at best tentative.

The following is recommended for a detailed evaluation of WRW as organic fertilizer, 
soil amendment, and source of soil microbial population increase:

1.	 Soils should be subjected to initial and final physicochemical and nutrient analyses 
to ascertain how the use of the WRW would alter the soils.

2.	 Soil microbial study should be incorporated in the study of WRW, particularly the 
soil microbial population, as WRW contains minerals and compounds essential 
for their growth and multiplication.

3.	 Long-term studies over several planting cycles on WRW should be conducted. 
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4.	 Periodic soil nutrient content and microbial population should be carried out to 
ascertain the temporal effect of WRW, particularly over prolonged periods.

5.	 The use of WRW should be compared with the use of conventional mineral fertilizer 
and other organic soil amendments (such as composts and palm oil mill effluent).
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ABSTRACT

Indonesia reported a maximum annual temperature rise of 0.3°C in urban regions. 
Semarang, the largest metropolitan city in the province of Central Java, is also experiencing 
an increase in temperature due to climate change therefore activities in urban public spaces 
are disrupted due to the absence of a comfortable temperature.  Urban design elements, 
including land cover materials, road geometry, vegetation and traffic frequency expressed 
significant effects on micro-climate. Measurement of Thermal Comfort in Urban Public 
Spaces Semarang was carried out s at the micro level as an old historical district The Old 
Town and Chinatown. This increment indeed influences thermal comfort level in its outdoor 
environments which are important for comfortability of outdoor activity. This study aims 
to analyse surface temperature through Thermal Comfort Measurement. Data was obtained 
by measuring air temperature, wind speed and humidity in the morning, afternoon, and 
evening. Inverse distance weighted (IDW), thermal comfort calculations and micro-climate 
model were employed to evaluate existing physical conditions of these settlements. The 
results showed both Old Town and Chinatown observed thermal comfort value above 27°C 
and are categorized as uncomfortable for outdoor activities. This research is contributing 
to the need to further develop public spaces to potentially adapt to environmental changes.

Keywords: Public space, thermal comfort, urban 
design element

INTRODUCTION

Climate change is more common on a 
global scale with significant impact in 
several local population (Handayani et al., 
2017; Donaghy, 2007). This phenomenon is 
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characterized by a rise in sea level, increased surface temperature, abrasion in coastal areas, 
and damage to marine ecosystems (Zikra et al., 2015). Population growth and its impact 
on land use triggers temperature increase. Most severe conditions occur in certain urban 
areas dominated by built-up land with high population density. Increasing urban population 
poses a critical challenges as a result of the impact to rising surface temperature (Mathew 
et al., 2018). This phenomenon instigates an extremely intensified city temperatures or 
is often referred to as the surface urban heat island (SUHI) phenomenon (Mirzaei & 
Haghighat, 2010).

Indonesia, the fourth most populated country in the world, shows a yearly increase in 
average surface temperature up to 0.3°C due to the effects of climate change (Emmanuel, 
2005). Land use change and illegal logging trigger approximately 85% loss of green 
open spaces assumed to also contribute to the rising temperatures. Major cities, including 
Semarang continue to expand and in turn consequently convert agricultural land for 
building purposes (Pamungkas et al., 2019). Over the last decade, land use diversion had 
significantly expanded by 13%. This condition triggered a warm surface temperature in 
the entire Semarang area from 22-40°C in 2018, while the average range was estimated 
at 18-33°C in 2008. However, the need for land, infrastructure, and buildings are very 
important to support community activities and are known to greatly influence urban life 
sustainability. In the debate on the importance of a city in creating a comfortable and safe 
living conditions, surface temperature is a major indicator with an essential role. Therefore, 
a city design with the potential to adapt to increasing surface temperature is also very 
crucial (Djukic et al., 2016).

Semarang City is in the North-Coast of Central Java (Figure 1). As the biggest city 
in Central Java Province, Semarang grows as busies city which has so many important 
activities such as trade and services, logistic and port activities as well as the central of 
government in its province. Transport mass, such as airport, harbour, train station and 
bus station are developed to support these activities as well as people’s travel. Besides, 
Semarang has potential historical tourism attractions. Historical buildings, old settlements 
and Dutch colonial heritage areas with European-style architecture still exist in Semarang. 
Two of a big heritage area is The Old Town and Chinatown. 

The Old Town and Chinatown has a strategic location which near to centres of 
transportation mass such as Tawang Station, Bus Station and Tanjung Mas Port. The 
proximity of public transports can attract and ease travellers to visit these heritage areas. 
Besides, The Old Town and Chinatown has been recently positioned as the centre of tourist 
activities and attractions in Semarang. Since 2014, the local government have continued to 
carefully revitalize the Old Town into a tourist region.  In January 2015, the Old Town and 
China Town were accepted to be a part of a world heritage temporary list by UNESCO. 
After revitalizing the Old City and Chinatown area tends to experience an increase in 



Thermal Comfort in Urban Public Spaces

1373Pertanika J. Sci. & Technol. 29 (3): 1371 - 1395 (2021)

tourist visits compared before revitalization. Tourists visiting the area between the ages 
of 19-28, which is dominated by the age of 22 (Putri, 2020). Apart from being a hub for 
tourism development, these two locations are also included in the Bagian Wilayah Kota 
I (City Area Section) believed to be a centre for trade and services. Most of the tourism 
activities are carried out in an outdoor setting, including history tours, bicycle rides, and 
photo hunting. The condition of the hotter open-air environment certainly causes discomfort 
to the tourists. Therefore, a thermal approach was used to structure the environment to 
adapt to the urban heat island phenomenon is needed to support tourism activities.

This research was carried out in three primary stages to assess urban design elements. 
First, the Inverse Distance Weighted (IDW) method is employed to determine the value of 
an unidentified position using a combination of linear weights from a set of sample points. 
In this paper, surface temperature sample points were used as an assessment indicator. 
Second, thermal comfort is calculated by comparing the average temperature of the two 
locations with standard Temperature Humidity Index (THI), while the third process involved 
conducting microclimate modeling for urban design elements through correlational and 
simulation methods.

Figure 1. Semarang City, Indonesia
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LITERATURE REVIEW

Urban Public Space
Urban public space is an open space with infrastructures used to support community 
activities in obtaining protection, satisfaction, and comfort in social life. According to 
Huat (1992) (as in Purwanto, 2014), it is divided into outdoor public space including roads, 
pedestrian ways, parks and indoor public spaces include trade and service centers. Whyte 
(1980) (as in Purwanto, 2014) stated that it is necessary to pay attention to the factors that 
influence the activities of urban public space, such as the  physical factors that connect it 
with circulation. Therefore, urban public space is not only a landscape design, rather it is 
also influenced by human activities and tends to impact on the micro climate to provide 
better air quality (Meziani, 2016).

Climate Sensitive Urban Design (CSUD)
Climate sensitive urban design (CSUD) is a concept in planning and design at the regional 
level, and is responsive to climate elements as a sustainable development approach 
(Emmanuel, 2005). The criteria applied in CSUD are micro-climate characteristics 
including solar lighting, wind speed, and temperature on an urban scale (Kaya & Mengi, 
2011; Tapias & Schmitt, 2014). This concept is a potential solution to problems in the 
context of urban design and a basis to achieve a level of thermal comfort for space users. 
Kusumastuty et al. (2018) stated the assessment of climate sensitivity to urban design 
involves two main principles, termed urban environment and the available buildings. 

Outdoors Thermal Comfort
Thermal comfort major component in planning and urban designs with a benchmark based 
on micro-climate element factors influencing regional conditions (Koch-Nielsen, 2002). 
In addition, the thermal comfort level affecting activities occurs both outside and inside 
of space. Evaluation of thermal comfort is necessary to become an urban design guide 
in order to improve the quality of life of urban communities (Koerniawan, 2015), where 
people get to appreciate on a certain scale. According to Laurie  (1990), the condition is 
comfortable for a standard value of temperature humadity index (THI) estimated between 
21-27, and with an ideal temperature acceptable by humans, ranged between 27-28°C with 
a 40% humidity. However, several factors unarguably influence thermal comfort of outdoor 
activities, including air temperature, wind speed, humidity, sun exposure (radiation), and 
other individual active human factors within the environment.

Urban Design Element and Climate

Urban development, believed to increase every year, is possibly responsible for the decline 
in green open spaces instigating the urban heat island (UHI) phenomenon. Urban design 



Thermal Comfort in Urban Public Spaces

1375Pertanika J. Sci. & Technol. 29 (3): 1371 - 1395 (2021)

elements and building functions are among the major factors contributing to thermal 
comfort in cities (Ragheb et al., 2016). Based on the results of research conducted by 
Oke (2006), urban design elements, in this case, is categorized as urban landscapes with 
four basic features assumed to affect open-air temperature (thermal), including urban 
structure (building dimensions and the spaces formed e.g., road width and distance), land 
cover (buildings, paving, vegetation, empty land, and water), urban fabric (construction 
and natural materials), and urban metabolism (heat, water, and pollution due to human 
activities).

Vegetation as a Natural Component

The availability and arrangement of vegetation shows a positive effect on the formation 
of the micro-climate (Hakim, 2013). Sufficient vegetation layout tends to influence the 
direction of movement and wind strength, groundwater quality, micro-climate decline, 
and passive cooling with shadows. However, the temperature during the day above the 
open ground surface is higher compared to the temperature under the shade as a result of 
solar radiation (Lakitan, 2004). Furthermore, vegetation centered on a green open space 
potentially reduces air temperatures by 2-3°C in the city (Yu & Hien, 2009)

Pavement / Soil Coating

Pavement or soil coating is a significant factor affecting thermal comfort of surrounding 
buildings against sun exposure (Nikolopoulou & Lykoudis, 2006). According to Johansson 
(2006), the thermal properties of land cover components greatly contribute to the climatic 
conditions. These are also affected by the reflectance and absorption values of various 
materials and the land cover surface. Based on research conducted by Nichol et al. (2009), 
close relationship between surface temperature and air temperature on changes and types 
of land cover was established.

Shading

Shading of objects or buildings is among the primary factors to consider in minimizing 
thermal discomfort due to direct solar radiation in outdoor space. The amount of this energy 
is influenced by the geometric shape of the surface believed to determine the cover arising 
from an object or building. In addition, building geometry creates shadow comparable to 
the sky view factor (SVF). Therefore, there is a large correlation between road geometry, 
SVF, and surface temperature that is capable of reducing the local air temperature (Shashua-
bar & Hoffman, 2003). According to Yeang (2006), in tropical areas, urban heat load from 
the land cover surface is reduced by optimizing shading. Previous studies have observed 
a cooling effect caused by the shading element from the geometry and characteristics 
of trees, e.g., in Tel-Aviv, Israel (Shashua-bar & Hoffman, 2003). Based on the lighting 
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direction, shading is categorized into two types, including vertical shading angel (VSA) 
and horizontal shading angel (HSA).

Inverse Distance Weighted (IDW)

Inverse distance weighted (IDW) is a multi-variable interpolation method in processing 
irregularly spaced data (Gholipour et al., 2013). The interpolation value appears more 
accurate for close distances between the sample data. However, the weight is not influenced 
by the location, but linearly changes based on the distance (Pramono, 2008), with evenly or 
randomly distributed sample data points. The IDW approach is performed using ArcGis10.3 
software designed to produce a digital map containing graphic data and attributes.

Thermal Comfort Calculations

The perception of thermal comfort by individuals is basically different even in areas with 
similar climatic conditions. This awareness is significantly influenced by the wind reaching 
the skin and the use of clothes and activities. In addition, the thermal comfort is affected 
by air temperature and humidity. Therefore, the temperature (T) calculation and humidity 
at each station is measured using Equation 1 (Handoko, 1995):

			   [1]

Average air temperatures (Tr) based on measurements at 6 stations randomly distributed 
in Old Town and Chinatown at 09.30, 12.30 and 16.00, are evaluated  by Equation 2:

			   [2]

Average humidity / Relative humidity (RH) based on measurements at 6 stations 
randomly distributed at 09.30, 12.30 and 16.00, are calculated using Equation 3:

			   [3]

Calculation of the temperature humidity index (THI) through the values of air 
temperature and relative humidity uses the following Equation 4 (McGregor & Nieuwolt, 
1998):

					     [4]

The results of the THI calculation were compared with the standard THI of a 
comfortable category ranging between 21-27°C, and 40-70% humidity (Laurie, 1990).
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Micro-Climate Modelling and Perception of Urban Design
Correlational and simulation methods were applied to model the micro-climate conditions 
of urban design elements. The correlational method detects the interconnection of variables 
in a factor with other specified variables (Groat & Wang, 2002). In addition, previous 
researches have already applied this approach, e.g., Oke (1976) studied to determine 
the leverage of wind speed on temperature differences . Another research conducted by 
Shashua-bar and Hoffman (2003) used similar method to describe the effects of tree shadows 
on surrounding air surface temperatures. For both instances, the effects of urban design 
elements, including material, shadow, orientation, geometry (H/W), traffic frequency, and 
the presence of vegetation to micro-climate conditions, with multiple linear regression 
methods were ascertained. Therefore, in this research, correlational methods were applied 
in multiple linear regression through statistical data processing application (SPSS).

Subsequently, simulation method was employed to model the system characteristics 
by using another system, e.g., computer programme. These techniques covered thermal 
comfort simulation and shadow using ArcGIS, Ecotect Analysis and Sketchup. In addition, 
2D data was introduced into the Sketch-up to be converted to a 3-D model and then shadow-
modeling was achieved with ArcGIS 10.3. Ecotect analysis is used to model the sunlight 
direction and the percentage of shading in the area.

METHODS
The research method used is quantitative research methods. Data was collected in a few 
days by measuring the microclimate, such as solar lighting, wind speed, and air temperature 
as well as the external thermal comfort, i.e., air temperature, wind speed and humidity 
in the morning (09.00 am), afternoon (12.30 pm) and evening (04.00 pm). The location 
points of measurement have been carried out at Old Town which shown in Figure 2 and 
at Chinatown which shown in Figure 4. This research has been conducted in three stages 
to evaluate the physical conditions of Old Town and Chinatown. First, inverse distance 
weighted (IDW) was applied to interpolate the surface by weighting the distance. Second, 
thermal comfort calculation was employed to identify the level of existing thermal comfort, 
while the third involved micro-climate modelling to detect the correlation of variables 
(urban design elements) to air temperatures. 

This research was carried out in two major urban public areas used as tourism centers 
in Semarang, namely Old Town and Chinatown. 

Old Town, Semarang

Old Town is a cultural heritage area with colonial architecture and historical tour covering 
an area of approximately 33 hectares. This area is known as “The Little Nederland” because 
historically the area was where the Dutch built with European-style architecture (Pratiwo, 
2004).
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Figure 2. Old Town, Semarang, Indonesia

Figure 3. Six Stations in Old Town, Semarang, Indonesia
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Old Town also commonly called De Hollander or Little Netherland, was initially used 
as special Dutch residence, and currently documented as a building and environmental 
planning document as stipulated in the Regional Regulation of Semarang (Number 8 /2003)  
Lembaran Daerah Kota Semarang, 2003).  Old Town is currently used as a designated 
tourist attraction used to describe the historical architectural, aesthetic, scientific and 
culture growth of Semarang. 

Figure 2 uses points to shows the temperature measurement that are randomly 
distributed in six stations. Figure 3 shows the current situation in those stations at several 
locations in Old Town, namely (1) Station 1 pedestrian in front of the Marba building, 
(2) Station 2 pedestrian in front of PT Indonesian Trading Company, (3) Station 3 in 
Dream Museum Zone (DMZ) parking area, (4) Tawang polder, (5) Spigel Restaurant, (6) 
Srigunting Park.

Chinatown, Semarang

Chinatown is a Chinese settlement where trade and service covering an area of approximately 
25.25 hectares. The development of this location is inseparable from Semarang’s history, 
which is a city often visited by foreigners, including the Chinese. 

Figure 4. Chinatown, Semarang, Indonesia
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The buildings in this settlement are grouped in based on functions, namely place 
to live, trade, provide services, and warehouse for storage. Chinatown is dominated by 
structures with floors of 8-10 meters large, and floor area ratio (FAR) of 1.0. Figure 4 
shows the random distribution of 3 stations in several locations, namely (1) Station 1 in 
Gg Gambiran Street, (2) Station 2 in Gg Warung Street, (3) Station 3 in Gg Pinggir Street. 
Figure 5 illustrates the situation at the measurement point in the Chinatown area.

RESULTS

Microclimate Measurement: Air Temperature in Public Space Old Town Semarang

Figure 6  presented three measurements of air temperature in different times. Based on 
the IDW interpolation results of six stations, the highest average temperature attained was 
within a range of 35.5 - 36.9°C, while the lowest was 30.0-31.4°C. The results obtained as 
at 09:30 a.m. in station 1, 2, 5, and 6 were between 30.0-32.7°C. This was lower in  3 and 
4 with an average of 34.1-35.5°C and 35.5-36.9°C respectively. Meanwhile, the region 
outside the evaluation area had a value of 32.7-34.1°C.

The IDW interpolation results at 12:30 p.m., obtained a temperature between 
33.7-34.3°C for station 3 and 4, while the highest was at location 1 with an average of 
35.4-35.9°C. Also, 5 and 6 had a value of 34.8-35.4°C, while the lowest was at 2 with 
about 33.2-33.7°C. The region outside the measurement station had a range of 34.3-
34.8°C. Furthermore, the highest value measured at 16.00 p.m. was 32.5-32.8°C for 5, 
and subsequently 6 with an average of 32.1- 32.5°C. Meanwhile station 1 and 3 had a 
temperature of 31.7- 32.1°C with the lowest range of 31.0-31.3°C detected at station 2 and 
4. The area outside was between 31.3-31.7°C.

Figure 5. Three Stations in Chinatown, Semarang, Indonesia
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Microclimate Measurement: Humidity in Public Space Old Town Semarang

The percentage of humidity at station 1 and 2 decreased and attained a value of  62% at 
09:30 a.m, while at 12.30 p.m. there was a decline to 52%.  This parameter was stable at 
09.30 a.m. and 12.30 p.m., then decreased to 52% at 16.00 p.m for 3. Meanwhile there 
was a regular decline in 4 from 62% to 55% at 12.30 p.m. reaching 52% at 16.00 p.m. 
while 5 and 6 tend to fluctuate. The result at each station indicates the humidity level was 
categorized as normal because the percentage was above the standard intervals of 20-90%. 
Table 1 demonstrated the influence of temperature range at each location in Public Space 
Old Town Semarang 

Microclimate Measurement: Thermal Comfort in Public Space Old Town 
Semarang

Table 1 contains the results of the thermal comfort measurement obtained where each 
station fall into the uncomfortable category. The highest average temperature was at 
36.2°C while the lowest at 30.7°C in the Old Town area. Meanwhile, the peak Temperature 
Humidity Index (THI) was only 31°C while the base was 29°C. According to According 
to Stathopoulos et al. (2004). the ideal air climate for human comfort as an outdoor user 
is between 27-28°C, while the comfort value ranges from 21-27°C.

Figure 6. Temperature Measurements in Public Space Old Town Semarang, Indonesia

09:30 a.m. 16:00 p.m.12:30 p.m.
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Effect of Wind, Vegetation and Air on Thermal Comfort in Public Space Old Town 
Semarang

The wind speed at each station also affects the thermal comfort level of the outdoor activity. 
Table 1 demonstrated the average values were between 2-4 m/s, which was categorized 
as high compared to the standard range of 0.15-0.25 m/s. The beufort scale classified 
the wind speed into categories, including light Airs at 09.30 a.m. and 16.00 p.m. for all 
locations, gentle for 1, 2, 3, and 4, and light breeze for 5 and 6 at 12.30 p.m. In addition, 
the parameter has no effect on activities based on the outdoor users’ perception, because 
direction and speed basically assist in temperature reduction.

The lack of vegetation is one of the reasons for discomfort in outdoor activity. This is 
because the presence of plants assist in temperature reduction to 2-3°C. Furthermore, look 
at Figure 7 is station 1, 2, 5 and 6 that have a higher comfort value than 3 and 4 because 
of some shady plants’ presence. This is able to provide a cooling effect on air through the 
absorption of solar radiation. The station 3 does not have any vegetation, therefore the 
climate is hotter in comparison. Meanwhile at 4, there is a little growth, although considered 
less optimal for lowering the heat in the Tawang pedestrian.

The presence of water in large amounts basically provide a cooler temperature effect 
to the surrounding region. Also, solar radiations on the surface of water converts the liquid 
into vapor, therefore humidity is increased with a cooling effect on the area. The expanse 
of water present in station 4 of polder Tawang assist in surface heat reduction around the 
region. Furthermore, at 09.30 a.m the temperature in the riverine area termed polder had 
a range between 35.5-36.9°C, while at 12.30 p.m the value decreased to 33.7- 34.3°C, and 
continued declining to 31.0-31.3°C at 16.00 p.m. However, this reduction is considered 
less than optimal because only places with water bodies are reached with a higher value 
at a radius of 10 meters away.

Figure 7. Existing Vegetation in Public Space Old Town Semarang, Indonesia 
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Microclimate Measurement: Air Temperature in Public Space Chinatown 
Semarang

This parameter in  public space Chinatown is identified through mapping with IDW 
interpolation in three stations. Figure 8 displays the result with the highest average 
temperature between 38-39°C while the lowest had a range of 32-33.4°C. The area outside 
the measurement station was between 33.4-34.7°C and 36.2-37.6°C.

Figure 8. Temperature Measurements in Public Space Chinatown Semarang

09:30 a.m. 16:00 p.m.12:30 p.m.

Microclimate Measurement: Humidity in Public Space Chinatown Semarang

Table 2 demonstrates the decline in humidity percentage at the three stations. Furthermore, 
at 09:30 a.m. the level attained a value of 66% and then further decreased to 62% at 12:30 
p.m. Meanwhile, at 16.00 p.m., there was a decline to 43% in 1, while at 2 and 3 reached 
41%. The humidity per station was categorized as normal because the score between the 
standard intervals was 20-90%. In addition, this parameter is affected by the change in 
temperature range.

Microclimate Measurement: Thermal Comfort in Public Space Chinatown 
Semarang

The result of thermal comfort at each station indicated an uncomfortable category, where the 
highest and lowest average temperature was determined as 38.9°C and 32.7°C, respectively. 
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Meanwhile, the peak Temperature Humidity Index (THI) was 34.1 and the base value 
attained was 33.0. According to Stathopoulos et al. (2004), the ideal air temperature for 
human comfort as an outdoor user was between 27-28°C, while the comfort value ranges 
from 21-28°C.

Effect of Wind, Vegetation and Air on Thermal Comfort in Public Space 
Chinatown Semarang

The wind speed of each station was between 1-4 m/s. This was categorized to have a higher 
value than the standard of 0.15 -0.25 m/s. According to the beufort scale classification, 
the wind speed at 1 and 2 was categorized as Light Airs, while at 3 as Light Breeze. 
Particularly, based on the outdoor users’s perception, this parameter does not disturb the 
activity, because the direction and velocity of the breeze along with vegetation basically 
assist in temperature reduction. This creates comfort for the space users.

Figure 9 showed the vegetation map in Chinatown with barely any plant form. However, 
the location was dominated by built-up areas, characterized by the presence of shops and 
settlements. This city lacks vegetation assemblage, including park, linier or mini gardens 
in front of the houses due to  limited space. The air temperature tends to be high, therefore 
facilitating the growth of more plants, especially the hanging  and creeping varieties 
necessary to maintain a cooler microclimate. 

Furthermore, station 3 is located near to Semarang River. The water body of the river 
assist in temperature reduction of the surrounding region due to the evaporation effect. 

Figure 9. Existing Vegetation in Public Space Chinatown Semarang
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The measurement at 09:30 a.m. indicates a range of 37.6-38.8°C. Meanwhile, at 12.30 
p.m. there was a rise to 38.8- 39°C with a further decline at 16:00 p.m. to 34 -34.2°C. The 
waterbody area was lower at 37.4°C at 09.30 a.m., while the value increased to 37.8°C at 
12.30 p.m. and 16:00 p.m. respectively.

Climate Analysis on Urban Design Element in Public Space Old Town Semarang

The results of Multiple Linear Regression between microclimate elements, including 
temperature, wind speed (m/s), and air quality (Aqi)) with urban design elements involving 
land cover materials, geometry (H/W), vegetation, structure orientation, and traffic 
frequency, contribute to the different relationships between these component. These results 
demonstrate the effect of material constituents and other factors, including vegetation and 
traffic frequency on the formation of temperature and air quality. The building geometry 
element towards the road (H/W) affects the wind speed.

The research conducted by Nichol et al. (2009) demonstrated a significant relationship 
between land surface and air temperature on changes and types of land cover or thermal 
material. Also, paving materials in the public space Old Town area produced a thermal 
value of 1000 J/Kg with a heat absorption and reflectance range of 85-95% and 15-5% 
respectively. According to Shashua-bar and Hoffman (2003), there is a large correlation 
between road geometry and land surface heat, especially for creating shadows of objects. 
In addition, the presence of vegetation with higher LAI reduce thermal radiation by almost 
92.55% or air temperature by 2-3°C (Yu & Hien, 2009).

Figure 10 shows the overlay between thermal comfort, wind direction, and building 
distributions. In general, public space Old Town obtained a thermal comfort value above 

Figure 10. Simulation of THI Value and Wind Direction, and Design Recommendation in Public Space 
Old Town Semarang
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27oC, and was then categorized as uncomfortable for outdoor activities. Irregular structure 
layout in several partitions contributes to wind flow obstruction and further results 
to rotating air pockets in the lobby. The northern section of Old Town observed high 
temperatures due to the movement of dry winds towards the sea. Previous research reported 
a significant variation in temperature extending to 2.1% between areas closer to the sea 
level and sections with an altitude away (Purwantara, 2015). These locations prior to the sea 
level attained relatively warmer surface temperatures characterized by high wind speeds.

Climate Analysis on Urban Design Element in Public Space Chinatown, Semarang

Regression analysis on public space Chinatown showed homogeneous results among the 
various elements. In general,the micro-climate was influenced by land and building cover 
materials as well as the traffic rates or environmental activities. Furthermore, public space 
Chinatown is dominated by two-storey buildings with high density and are mostly built 
using paving and concrete materials. These materials reflect heat effectively compared 
to natural products (Nichol et al., 2009). In addition, public space Chinatown is known 
to perform mixed functions, including historical tourism, residential, and trade area, and 
therefore activities are always extensive on every occasion.

The simulation results of thermal, wind, and building comfort showed varied wind 
movement patterns every hour. However, wind movement in this location was more stable 
compared to public space Old Town due to a more uniform pattern of building layouts 
with the tendency of a grid shape (Figure 11). The dominance of buildings with square 

Figure 11. Simulation of THI Value and Wind Direction and Design Recommendation in Public Space 
Chinatown, Semarang



Thermal Comfort in Urban Public Spaces

1389Pertanika J. Sci. & Technol. 29 (3): 1371 - 1395 (2021)

facades on a straight road led to a more stable airflow in and out the area (Shishegar, 2013). 
Moreover, the average thermal comfort of public space Chinatown indicated uncomfortable 
conditions with temperatures above 27oC. Meanwhile, the northern part, including Station 
2 and Station 3 appeared the warmest with a thermal comfort level extending to 34oC. The 
road geometry to the building (H/W) also influenced the formation of air temperature and 
wind flow (Dursun & Yavas, 2015), where both locations demonstrated a large geometry, 
and the shading of objects occurred less significant to fill the alley.

DISCUSSION 

Table 3 shows the variations in micro-climate characteristics between both locations, 
where the thermal comfort for public space Old Town was better compared to public 
space Chinatown. Shading in Old Town is greater than Chinatown, thereby leading to 
a lower temperature that is far from an ideal condition and nearest 100% in the tropics 
area. Conversely, lower SVF rate was achieved in the Old Town, which also affected the 
temperature. Air quality index (Aqi) of Chinatown is better than Old Town, therefore, the 
score still in the range of ideal condition. Furthermore, the SVF and shading score of Old 
Town affecting Thermal Comfort in lower than Chinatown. It means the Old Town has a 

Table 3 
Simulation Results between Old Town and Chinatown Semarang

Categorization Ideal Condition Old Town Chinatown
Configuration - Irregular Pattern Grid 
Building Height - 8-14 m 8-14 m
Vegetation - More Vegetation Lack
Wind Direction - East and Northeast North, West, and 

Southeast
Shadowing The tropics require up to 

100% coverage 
Source: Yeang, 2006

58% 55%

Thermal 
Comfort

27° - 28 °C
Source: Stathopoulos et al. 
(2004) 31°C 34°C

SVF The greater the SVF score, the 
warmer the temperature
Source: Lin (2009)

16% 52%

Peak Hours 
Activity

- In the Afternoon (Tourism) Every time (Economic 
and Business)

Air Quality 
(Aqi)

<50 
Source: U.S. U.S. Embassy 
and Consulates in Indonesia 

15,5 5,6

Factor Affecting - Materials, Geometry, 
Frequency, and Vegetation

Materials and 
Frequency
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cooler temperature than Chinatown, even though both are far from the ideal condition of 
27-28°C.  

The formation of micro-climate in Old Town area was more influenced by land 
cover material, geometry, traffic frequency, and the presence of vegetation. Meanwhile, 
Chinatown was more affected by land cover materials, land cover, and traffic rates. In 
general, both towns were affected by the conditions of  land cover material and traffic due 
to tourism, economic and business activities. 

In Old Town, land cover materials were produced from paving, while historical 
buildings generally portrayed brightly coloured concrete material structures.  The bright 
colours further increased the surface temperature due to heat reflection and increase in 
light effects. In addition, the presence of vegetation also influenced the formation of air 
temperature with higher values during the day above the open ground surface than under 
the shade as solar radiation on plants are not returned (Lakitan, 2004). Locations with high 
intensity vegetation tend to effectively reduce air temperature. Meanwhile, areas with high 
traffic rates and large geometric values  generated warmer climate. The building geometry 
(the ratio of the building’s height to the road and its facing orientation) is an important 
factor known to serve as an indicator for assessing thermal safety in open space (Dursun 
& Yavas, 2015). Furthermore, building orientation also affects shadow formation, where 
the best pattern is assumed to face south.

To create a comfortable micro-climate, the arrangement and placement of vegetation 
is carefully considered (Boutet, 1987). In Old Town, the vegetation was assigned to areas 
with low thermal comfort levels and high temperatures. Maximization of hanging, potted, 
vine, and hydroponic vegetation is highly recommended to prevent damaging the natural 
structure of the existing cover in the cultural heritage area. Conversely, Old Town contained 
some availabe land to serve as passive green open space for certain outdoor activities. In 
addition, the optimization of public transportation, including Bus Trans Semarang and 
proper parking arrangements is assumed to effectively minimize air pollution and further 
manage regional traffic activities. Traffic emissions present a significant impact on outdoor 
thermal comfort as a result of air pollution (Li et al., 2020). 

The frequency of traffic directly influences the formation of micro-climate in 
Chinatown. According to Johansson (2006), materials from land cover components affect 
the value of reflection and sunlight absorption. The road is made of paving and asphalt 
materials, while the building is brightly coloured, thereby forming hot climate, where less 
heat is absorbed. In addition, the land cover generated is very minimal thereby providing 
limited spaces between buildings. Similarly, as one of the trade and service areas and 
settlements, traffic in Chinatown is always busy daily. However, this is different from the 
Old City, where major activities are carried out in the afternoon. Moreover, the position 
of the sun at certain period, as well as the direction towards the building shows significant 
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effects on lower surface shadows (Bourbia & Awbi, 2004). The shade from the building 
greatly reduces the high temperatures occurring in the morning and evening, however, the 
building orientation does not affect structures with high density. Therefore, vegetation is 
recommended for these areas in an effort to minimize increasing temperatures. 

Chinatown is a protected cultural heritage in Semarang, therefore, there is need 
to minimize the rate of development causing damage to natural structures through 
the provision of portable vegetation in pots, vines, and hydroponics to create a serene 
atmosphere. The selection of hydroponic formation in public space Chinatown varies from 
Old Town due to a relatively narrow landscape, due to the appearance of more streamlined 
and easily modified hydroponics in areas with greater residential activities during the day. 
According to Hendrawati (2016), the provision of water pipes tends to create a peaceful 
climate, therefore, this plant type is suitable for storage of water and green plants. Apart 
from vegetation, traffic regulation and activities, such as the Trans Semarang public 
transportation, are also recommended to minimize air pollution and improve connections 
between areas in Old Town.

CONCLUSION

This study aims to analyse surface temperature in Old Town and Chinatown, Semarang 
through Thermal Comfort Measurement. Measurement was implemented by collected the 
microclimate data’s such as solar lighting, wind speed, and air temperature as well as the 
external thermal comfort, i.e., air temperature, wind speed and humidity in the morning, 
afternoon, and evening. Three stages for evaluate the physical conditions of Old Town 
and Chinatown are inverse distance weighted (IDW), Thermal Comfort Calculation, and 
Micro-climate Modelling. The results of thermal comfort measurements in Old Town and 
Chinatown are categorized as uncomfortable public space for outdoor activities. In general, 
thermal comfort value is estimated above 27oC, with the highest temperatures occurring at 
station 4 and station 3. The simulation results and correlations in public space Old Town 
showed land cover material, road geometry to buildings (H/W), presence of vegetation, 
and traffic frequency are urban design elements with significant effect on micro-climate 
formation. Meanwhile, land cover material and traffic rate or environmental activities 
indicated a considerable consequence in public space Chinatown. In addition, the correlation 
results revealed building orientation close to the sun also influences shadow formation. 
The results of data analysis affirmed the presence of shadows with a high tendency to 
reduce air temperature.

Furthermore, the general concept of applying for increase the thermal comfort 
involves urban design element factors. The application of environmental adaptation, e.g., 
optimization of abandoned land as green open spaces, improving the provision of potted 
gardens, creeping vegetation on building walls, enhancing the use of public transportation 
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modes, boosting parking pockets, and procuring tourist rickshaws. Optimizing public 
transportation, procurement of potted plants, hanging plants on building canopy, and vines 
on building walls are very effective in maintaining a feasible temperature in public space 
especially Chinatown.
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ABSTRACT

The fourth industrial revolution (IR 4.0) supports new solid waste management and 
effective routing system for collection and transport of solid wastes, especially in achieving 
Penang 2030 vision to become a pollution free smart city. This study will enhance 
Seberang Perai Municipal Council (MBSP) solid waste routing system in Prai industrial 
area by implementing Dijkstra and Travelling Salesman Problem (TSP) algorithms using 
Geographic Information System version 10.1. The route optimization study involved 
24 companies in Phase I, Phase II, and Phase IV of Prai industrial area. The authority is 
currently using only one route to transfer the waste-to-waste transfer station. The Dijkstra 
algorithm can optimize alternative route 1 distance by 19.74% whereby alternative route 2 
ended up with extra distance by 3.73% compared to existing single route used by MBSP. 
The forward Dijkstra algorithm involves single direction route with cleaning depot (source) 
as starting point and waste transfer station (destination) as ending point. TSP algorithm is 
having advantage with return direction route. The alternative route 1 evaluated through 
TSP algorithm gave shorter distance by 6.61% compared to existing route. Alternative 
route 1 evaluated through Dijkstra algorithm is potential to save fuel cost by 19.75%. 
Existing route carries 9.2% per year of transportation carbon emission level. The alternative 

route 1 assessed through Dijkstra and TSP 
algorithms reported lower carbon emission 
level at 7.4% per year and 8.6% per year, 
respectively. Findings of this study can help 
in improving MBSP’s routing system and 
realize Penang 2030 vision.
Keywords: Carbon emission, Dijkstra’s algorithm, 
geographic information system, solid waste 
management, transportation 
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INTRODUCTION

Modernization and industrialization keep increase managing cost of municipal facilities 
with waste management operating cost at the top (Omran et al., 2009). Malaysia, a fast-
growing country in Asia with no exception to the dilemma of increase in waste generation 
(Williams, 2012) due to the rapid development and industrialization. In most municipalities 
in Malaysia, the local government is the one supervising solid waste collection (Penang 
State Government, 2016). In year 2014, Malaysia spent RM 3.018 billion to cover for the 
operating expenses of waste management in the country (National Solid Waste Management 
Department, 2013). Seberang Perai Municipal Council (MBSP) allocated RM 1.241 billion 
between 2006 and 2010 to cover the cost of solid waste management (SWM). The state and 
local governments are still responsible for the operating cost on top of financial support by 
Federal Government for the fundamental expenses. Rise in fuel cost is indirectly impacting 
operational costs further (Penang State Government, 2016). Increase in industrial zones 
and living estates, surging waste generation hence becoming a crucial issue all over the 
world in SWM including Penang, Malaysia (Kumpulan Utusan, 2017). 

Transportation is a primary component of any SWM system. It is important in 
transferring waste from the point of generation to the transfer station or final landfill site 
(Zam et al., 2007). MBSP faced challenges to identify distance between waste collection 
points especially in Prai industrial area. It is important to optimize the travelling distance 
from one waste collection point to another. This study was initiated to identify an optimal 
route for waste collections and transportation using Geographic Information System (GIS) 
to optimize the travelling distance, time, and fuel consumption. 

The application of Geographic Information System (GIS) in SWM by different 
countries shown in Table 1. Table 1 is also revealing limited studies done in Malaysia 
covering the scope of SWM at industrial areas. Additionally, there is no evidence on any 
study conducted at Prai industrial area using Dijkstra and Traveling Salesman Problem 
(TSP) algorithms.

This research focused on route optimization of SWM by MBSP at Prai industrial area. 
The intention of this study is to discover alternative route using GIS Software, compare 
the route established by MBSP and assess shortest route identified by GIS. Both Dijkstra 
and TSP algorithms used to identify the minimum distance path. This leads to possible 
savings in operating cost and waste transferring time. The comparison summary of fuel 
cost and carbon emissions is a useful input for management of MBSP to march towards 
green city by 2030.

Following aspects taken into consideration for this research:
1.	 Transportation of municipal waste generated in Prai industrial area to Ampang 

Jajar Waste Transfer Station.
2.	 Directed graph mechanism used for Dijkstra algorithm and Hamilton cycle 

mechanism used for TSP algorithm.
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3.	 Carbon emission rate calculated based on weight (kg) of collected waste and diesel 
used by trucks in a month to travel between Prai industrial area and Ampang Jajar 
Waste Transfer Station.

4.	 Only solid waste consist leftover food, plastic and paper is considered as waste for 
the purpose of this study. Chemical, metal, and landscaping waste are excluded 
from this study.

5.	 The waste collection schedule limited to period between 8 am and 4 pm. The 
travelling time between points is also excluded in this study.

Network analysis  finds  the most effective path  to solve a network problem by 
calculating the shortest route with lowest cost on the network from one stop to 
another or from one stop to several stops (Stewart, 2005). The layout of the waste collection 
route needs to be well-planned, and the collection should adhere to the planned schedule, 
as it will help to reduce the unnecessary amount in the budget. Penang control their SWM 
autonomously. City Council of Penang Island (MBPP) is the administrative body for the 
island while Municipal Council of Seberang Perai (MBSP) manages the mainland area 
(Omran et al., 2009). Penang Island is divided into eight zones, consist of Tanjung Tokong, 

Table 1
The practice of solid waste management in different countries

No Author Location Method Criteria

1 (Anghinolfi et al., 
2013) Italy GIS & MILP Model Minimize collection and 

transportation costs.

2 (Chipumuro et al., 
2014) Zimbabwe Dijkstra Algorithm Reduction of 10.45% in the total 

distance travelled.
3 (Bovwe, et al., 2016) Nigeria GIS& Ant Colony

Route length

Time duration
Route Optimization

4 (Bhambulkar, 2011) India ArcGIS Network 
Analyst

5 (Ahmad, 2016) Qatar GIS
6 (Ghose et al., 2006) India GIS
7 (Patel et al., 2016) India Network Analyst
8 (Beijoco et al., 2011) Portugal GIS
9 (Zam et al., 2007) Phuentsholing GIS

10 (Shamshiry et al., 
2011) Malaysia Response surface 

methods (RSM)
Less operation cost and fuel 
consumption.

11 (Singh et al., 2014) Kanpur Dijkstra Algorithm Get the shortest path and shortest 
route for one- way, two-way 

12 (Kinobe et al., 2015) Kampal GIS Diminish the costs of managing 
wastes and environmental.

13 (Nguyen-Trong et al., 
2017) Vietnam GIS Reduce operation cost of SWM

14 (Tavares et al., 2008) Portugal 3D route modelling Savings in fuel & shortest 
distance
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Batu Maung, Gelugor, Air Itam, Pulau Tikus, Jelutong, Padang Kota Lama, and Balik 
Pulau. On the other hand, Seberang Perai divided into northern, central, and southern 
zones which governed by MBSP.

Malaysia’s industrial areas are expanding annually. Free industrial zones located in 
Seberang Perai are second largest industrial area for the State of Penang.  The Prai industrial 
area is divided into four phases, i.e., Prai Industrial Zone Phase I, II, III, and IV, and about 
440 industries are operating in these industrial zones (Penang State Government, 2016). 
According to a MBSP Operation Manager, even though there are 440 companies in Prai 
Industrial Zone, MBSP only collects solid wastes from 24 companies who pay fees for 
garbage collection. MBSP collects about 710 kg of wastes in a day, and these companies 
produce about 252.72 tonnes of waste in a year.

Figure 1. The map of Prai Industrial Zone Phase I research area

Figure 2. The map of Prai Industrial Zone Phase II research area
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In this study paper, firstly the existing route used by MBSP and alternative routes for 
Prai Industrial Zone Phase I, II and IV were assessed using GIS. Secondly, the shortest 
path was determined using Dijkstra and TSP algorithms. Fuel cost and carbon emissions 
rate were determined for existing and alternative routes as a final part of this study.  The 
same method has been used in Vietnam, to reduce the operation cost of SWM (Nguyen-
Trong et al., 2017).

Figures 1-3 illustrate the map of Prai Industrial Zones of Penang mainland. The location 
indicated in Figure 4 represent the Ampang Jajar waste transfer station. MBSP collects 
and segregates all industrial waste from selected factories at the waste transfer station 
(Google Map view).

Figure 3. The map of Prai Industrial Zone Phase IV research area

Figure 4. The map of Ampang Jajar waste transfer station research area
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MATERIALS AND METHODS

Data

Data collection is done after reviewing previous studies. This study used both quantitative 
and qualitative methods. Quantitative data from MBSP was obtained including collection 
point, collection time, distance travelled, and quantity of labour involved. Meanwhile, a 
qualitative survey was conducted in Prai Industrial Zone using Global Positioning System 
(GPS) coordinate for the 24 companies located in Phase I, II and IV.

Figure 5. Research process flow chart (Self-design)

Start

Data 
Collection

Qualitative
Survey

Qualitative
Survey

Seberang Perai
Industrial Area

- GPS Coordinate
- Phase of company

Data Collection
- MBSP

- Interview with 
operation manager

- Truck driver

Routing

Existing Available

Dijkstra Algorithm and TSP 
in ArcGIS

Optimized based 
on existing route 
Route (Shortest 

distance travelling)

- Compare existing Route 
Carbon mission based on 

fuel consumption
- Save management cost

End

Yes

No

After data collection, the Dijkstra 
and TSP algorithms were used in 
ArcGIS version 10.1 to construct the 
shortest route. Then the shortest route 
will be compared with the existing 
and other alternative routes. The 
classic Dijkstra algorithm clarifies 
the single-source, shortest-path 
problem of the weighted graph in 
the ArcGIS. The route solver has the 
option to generate the optimal strings 
of visited stop locations while TSP 
is a combination problem solver, 
meaning there is no straightforward 
way to find the best sequence. 
Metaheuristics method used by TSP 
is also handles time windows during 
collection stops. It finds the optimal 
stops to visit and produce shortest 
distance and time. Figure 5 shows the 
process flow chart followed during 
the research.

Data collection was done through 
interviewing Operation Manager, 
Industrial Zone from MBSP. It was 
revealed during the interview session 
that single garbage truck is being 
occupied to collect industrial waste 
from Prai Industrial Zones. Solid 
waste is collected daily from those 
24 paying companies between 7 
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a.m. and 7 p.m. Waste collection fees to follow the contract transpired between industries 
management and MBSP. The number of companies which are paying collection fees to 
MBSP are listed in Table 2 according to phases of Prai Industrial Zone.

Table 2
Number of industries that paying collection fees in the Prai Industrial Zones

Prai Industrial Zone Total Factories Fee Paying Factories
Phase I 239 13
Phase II 100 7
Phase III 42 0
Phase IV 59 4

Total 440 24

Collection Route

The study was conducted in three phases in Prai industrial area. GPS coordinate of collection 
points (locations of 24 companies) and Ampang jajar Waste Transfer Station identified 
through high-resolution GPS technology which can be classified as qualitative method. 
Secondly, the latitude and longitude coordinates for each station entered and mapped in 
GIS using “Add XY Data” method. Based on entered GPS coordinates, GIS is capable 
to identify the exact location of the collection points and waste transfer station. Table 3 
represents the latitude and longitude of 24 companies in the Prai industrial area.

Table 3
Companies in Prai Industrial Zone Phase I, II and IV 

No Phases Company names Latitude Longitude
1 I Ann Joo 5.381795 100.375432
2 TNB Perai 5.351284 100.410467
3 POS MPSP 5.361493 100.385988
4 Irichi 5.364293 100.391606
5 ACM Perai 5.358480 100.403987
6 Parker 5.354693 100.410798
7 Food Court MPSP 5 5.353382 100.410995
8 Food Court MPSP Per 6 5.352732 100.405341
9 Food Court MPSP Per 8 5.354020 100.399807
10 LBSB 5.355230 100.410995
11 Loytape Industry 5.37598 100.387418
12 Ann Joo 5.381795 100.375432
13 Mattel 5.360842 100.398997
14 Kastam (MPSP) 5.356349 100.400581
15 II Loytape Industry 5.37598 100.387418
16 Nation Gate 5.379458 100.387001



1404 Pertanika J. Sci. & Technol. 29 (3): 1397 - 1418 (2021)

Gaeithry Manoharam, Mohd. Tahir Ismail, Ismail Ahmad Abir and Majid Khan Majahar Ali

Geographical Information System (GIS)

The Global Positioning System (GPS) technology was used to optimize the route by using 
collected data. GPS was used to collect data that later transferred and integrated in the GIS 
software. The Network Analysis extension in the GIS application was used to calculate the 
shortest distance. Location of the collection point, waste transfer station, and road network 
are also considered in the GIS software.

The standard measurement to determine the optimal route or path to specified 
destination is called metric. Optimal routes are determined by evaluating the metrics and 
these metrics differ depending on the nature of the routing algorithm. GIS is a widely 
used application in daily routine involving logistics and transportation industries. The GIS 
software transforms data from attribute table to topology maps. 

Dijkstra Algorithm

Dijkstra algorithm is a one of the mathematical models used to find the shortest path. As 
noted by Ahuja et al. (1993), Dijkstra algorithm finds the shortest paths from point node 
S (starting point) to all other nodes in a network with nonnegative arc lengths. Dijkstra 
algorithm provides a distance labelled d(i) with each node i, which is an upper bound on 
the shortest path length to node i. At any intermediate step, the algorithm divides the nodes 
into two groups, which are permanent labelled and temporary labelled. The distance label 
to any permanent node is defined as the shortest distance from the source to that node. For 
any temporary node, the distance label is an upper bound on the shortest path distance to 
that node. 

In Dijkstra algorithm, the operation of selecting the minimum distance is labelled 
as a node selection operation. The operation of checking whether the current labels for 
nodes i and j satisfy the condition d(j) > d(i) + Cij and, if so, then setting d(j) = d(i) + 
Cij as a distance update operation. Each shortest path algorithm can determine the tree to 

Table 3 (continue)

No Phases Company names Latitude Longitude
17 II Food Court 3M 5.369801 100.38913
18 ILP Perai 5.372186 100.389312
19 Kastam 5.367332 100.393474
20 Bomba 5.366582 100.3938781
21 IV Ais Top 5.353314 100.411877
22 Food Court Maju 1 (Shell) 5.351909 100.419253
23 LRG Maju 1 (Bawal) 5.347009 100.417776
24 Kampung Dock 5.345383 100.423161

(Source: MBSP Depot & Google Map)
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calculate the shortest route distances. The existence of the shortest path tree relies on the 
following property.

Property 1.1. Ahuja et al., (1993). If the path S = i2 –  i2 –  ... ih = k is the shortest path 
from node s to node k, then for every q = 2,3, ... , h –  1, the subpath s  =  i 1 – i 2 –  . . . 
i q is the shortest path from the source node to node i q•

Let d (–) denotes the shortest path. Property 1.1 mentioned that if P is the shortest 
path from the source node to some node k, then d(j) = d (i)  + c i j  for every arc (i, j) 
∈ P., the converse of this result is also true; that is, if d (j )  =  d ( i )  +  c ( i j )  for every 
arc in a directed path P from the source to node k, then P must be the shortest path. 
To establish this result, let S = i2 –  i2 –  ... ih = k  be the node sequence in P. Then 
where d( i1)  = 0 . By assumption, d( j )  –  d( i )  = Cij  for every arc (i, j) ∈ P. using 
Equation 1.

				    (1)

Travelling Salesman Problem (TSP)

As per the Dijkstra algorithm, TSP is also employed in ArcGIS to solve the shortest path. 
TSP employed any type of constraint that enforces the provision of the problem (Gutin & 
Punnen, 2002). The below code is used:

n = count of tour stops or count of nodes in the network
i, j, k = indices of stops that can take integer values from 1 to n
t = steps in the route between the stops
xijt = 1 if the edge of the network from i to j is used in step t of the route, 0 otherwise
dij = distance from stop i to stop j
A simple version of the problem involves visiting subsequent stops from given locations 

(24 companies) and heading back to the starting point (cleaning depot). The perfect solution 
is one that minimizes a waste truck’s overall travelled distance. The objective function (Z) 
is the sum of all costs (distances) selected tour elements as shown in Equation 2:  

Minimize

							       (2)

The tour is subject to the following constraints. Since the traveler cannot travel 
between more than one pair of stops at one time, for all values of t, exactly one arc must 
be traversed, hence (Equation 3):
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							       (3)

For each stop, i, there is just one other stop which is being reached from it, at some 
time, hence (Equation 4): 

							       (4)

For all stops, there is some other stop from which it is being reached, at some time, 
hence (Equation 5):

							      (5)

When a stop is reached at time t, it must be left at time t + 1, to exclude disconnected 
sub-tours that would otherwise meet all the above constraints. These sub-tour elimination 
constraints are formulated as (Equation 6):

					     (6)

In addition to the above constraints, the decision variables must be integers taking 
only the value 0 or 1 (Equation 7):

						      (7)

If n is the number of stops to be visited, there are (n-1)! possible routes. As the number 
of stops increases computational time, it will be important to analyse all possible tours 
between stops to simply provide a problem that is difficult to solve. TSP is proven to be 
an NP-complete combination optimization problem (Bodin et al., 1983; Hoffman et al., 
2013). Although specific large instances of the TSP have been solved with a combination 
of robust solution procedures and a great deal of computing power, the general difficulty in 
determining optimal solutions to even modest-sized instances of the TSP is the reason why 
heuristic solution procedures are employed in GIS applications. The serious consequence 
of employing those heuristics is the primary motivation for this article.

Like Dijkstra algorithm, TSP algorithm is also used to optimize the route. TSP is a 
classic algorithm to determine the minimum distance by selecting Closest Facility solution 
in GIS extension. Few methods and algorithms have been applied for optimizing routing 
system in SWM. 
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TSP uses Hamiltonian cycle to optimize the route.  Hamiltonian cycle is involving 
greedy method to resolve optimization problem. Then, the TSP method must find a route 
for all points visited by waste collection truck. The truck starts at cleaning depot (initial 
node) and visit all the collection points (intermediate node) exactly once and ends its 
journey at the same initial point (ending node).

Carbon Emission

UNFCCC (2017) sets 40% as the recommended limit for carbon emission which increases 
global warming, aims to strengthen the global response to climate change. Carbon emissions 
calculator used in this study is based on weight of waste and fuel consumption of waste 
truck attributes (Menikpura & Sang-Arun, 2013).

Daily waste and fuel consumption data were obtained from MBSP Operations Manager. 
Table 4 shows the data of waste per month in the Prai industrial area for the existing route 
compared to alternative routes. Equation 8 is used to measure the carbon emissions. 

Table 4
Weekly waste collection in Prai industrial area

NO Company (kg) per Day Collection
1 Mattel 1200 3 days /week
2 Food Court 3M 300 Daily
3 Kampung Dok 300 Daily
4 Nation Gate 800 2 days/week
5 Ann Joo 700 2 days/week
6 Elna Sonic 200 3 days/week
7 Food Court MPSP 5 70 Daily
8 Food Court MPSP Per 6 70 Daily
9 Food Court MPSP Per 8 70 Daily
10 Kastam (MPSP) 150 2 days/week
11 Parker 100 2 days/week
12 LBSB 100 2 days/week
13 LRG Maju 1 (Bawal) 100 2 days/week
14 Food Court Maju 1 (Shell) 90 2 days/week
15 Loytape Industry 50 3 days/week
16 Kastam 60 2 days/week
17 ACM Perai 100 1 day/week
18 Bomba 50 2 days/week
19 Ais Top 50 2 days/week
20 ILP Perai 60 1 day/week
21 TNB Perai 50 1 day/week
22 POS MPSP 50 1 day/week
23 Irichi 50 1 day/week
24 Dateline Resources 10 2 days/week

Total 4780
(Source: MBSP Depot)
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	 (8)

EmissionT = Emission carbon from transportation (kg CO2 /tonnes of waste)
Fuel (unit) = Total amount of fuel consumption per month, (diesel in liter    36.42 MJ/L 
and natural gas 37.92 MJ/kg)
MJ = amount of energy
EFCO2 = Emission Factors of CO2 of the fuel (e.g., diesel: 0.074 kg CO2/MJ, Natural 
gas: 0.056 kg CO2/MJ)

RESULTS AND DISCUSSION

Existing Route

The GPS coordinates of companies located in Prai industrial area that getting MBSP 
waste collection services, processed through Network Analysis extension GIS tool to 
identify distance between one company to other companies. Name of the routes identified 
individually on the map. Figure 6 shows the input locations for GIS Network Analysis. 

Figure 7 shows the attribute table for existing routes with a total length of 57.1 km 
based on outcome of GIS Network Analysis. MBSP truck driver using existing routes on 
daily basis to collect industrial waste and bring it over to Ampang Jajar waste transfer 
station.  Movements between Prai industrial area and Ampang Jajar waste transfer station, 
passes through the North-South Highway.

Figure 6. Existing route from Prai industrial area to Ampang Jajar waste transfer station
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The GIS Network Analysis determined the weight and minimal distance between nodes 
(from one company to another), for each edge. The scanned image of the road viewed in 
geographic coordinates enables distances to be measured using GeoMedia’s measuring tool 
to measure distances in GIS. Route distance was measured in kilometers, and the minimal 
distance between two companies was narrow. 

Alternative Route by Dijkstra Algorithm

For the current study, the speed limit for all trucks was expected to be the same. The 
shortest route from each collection point to the waste transfer station was created in the 
Network Analysis extension. The route network consists of nodes (company locations), 
links connecting depot (initial node) and Ampang Jajar waste transfer station (end node). 

Figure 8 shows the alternative route 1 by GIS Network Analysis, node by node. In 
this route, each company is visited only once, and the truck did not return to the depot. 
The alternative route 1 (45.8 km) is shorter compared to the existing route (57.1 km). The 
alternative route 1 uses a route that connects to North-South Highway before reaching 
waste transfer station as provided in spatial map in Figure 9.

Figure 7. Attribute table for existing route based on GIS Network Analyses

Figure 8. The alternative route 1 by GIS Network Analysis
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Figure 9. The attribute table of alternative route 1 by GIS Network Analysis

Figure 10. The alternative route 2 by GIS Network Analysis

Figure 11. The attribute table of alternative route 2 by GIS Network Analysis

Figure 9 is an attribute table, belonging to the spatial map shown in Figure 8, which 
shows the total length of each location. The total distance of traveling is also provided in 
this attribute table.

GIS Network Analysis also identified alternative route 2 which is 59.6 km in distance 
that connects to the Ampang Jajar waste transfer station through Bukit Tengah and 
Permatang Pauh. The alternative route 2 is longer than the existing route (57.1 km) by 2.5 
km. Figure 10 shows the alternative route 2 spatial map and Figure 11 shows the alternative 
route 2 attribute table.

Traveling Salesman Problem (TSP) Algorithm

In this study, the adopted TSP algorithm identifies the minimal closed path that begins at 
cleaning depot, goes to Ann Joo company, visits the rest of 23 companies exactly once 



1411Pertanika J. Sci. & Technol. 29 (3): 1397 - 1418 (2021)

Efficient Solid Waste Management

before returning to the same cleaning depot. This study found that the TSP method can 
minimize travelling distance and cost. Figure 12 is a TSP spatial map of the GIS Network 
Analysis that is connected to each node (company). The attribute table of location 1 to 25 
created from TSP Network Analysis is as shown in Figure 13.

Bonomo et al. (2012) used the same method in the waste collection problem and found 
that Classic TSP method can optimize distance travelled using GIS system. The solution 
approach, employing graph theory, mathematical programming tools and data correction 
process were fully discussed in that study. The proposed method reduced the distance 
traveled by each collection vehicle between 10% to 40% compared to the existing routes.

Comparison between Existing Routes and Proposed Routes  

GIS Network Analysis delivers route direction by counting route parameter to achieve 
objective. The study was intended to plan the cost-efficient waste collection route for 
transporting waste from Prai industrial area to Ampang Jajar Waste Transfer Station. 
Table 5 shows the shortest distance calculation by GIS software using Dijkstra and TSP 
algorithms compared to existing route. Distance between individual node (company) and 

Figure 12.  Propose Spatial Map of TSP table from GIS Network Analysis 

Figure 13. The attribute table of location 1 to 25 creates from TSP Network Analysis
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total distance of identified routes summarized in the Table 5 in kilometer and percentage. 
The comparison is done using existing route as base.

The original collection route length is 57.7 km, whereas the alternative route 1 and 
alternative route 2 proposed by GIS using Dijkstra algorithm are 45.8 km and 59.2 km, 
respectively, while TSP proposed route is 53.3 km. Figure 14 shows the comparison chart 
of existing and optimized routes in the studied area.

In Table 5, the nodes are represented by the company’s name and distance between 
nodes is provided in kilometer (km). Length of existing and alternative routes shown at 
the bottom of Table 5. The comparison represented in kilometer variance and percentage. 

Table 5
Comparison of Shortest Path by Using GIS

Existing (DJ) TSP
From Node To Node (km) Alt 1 (km) Alt 2 (km) (km)
Depot Ann Joo 5.1 5.1 5.1 5.1
Ann Joo ILP Perai 8.1 8.2 8.1 8.1
ILP Perai Nation Gate 9.6 9.6 9.6 9.6
Nation Gate LoyTape Industry 10.3 10.3 10.3 10.3
Loytape Industry Food Court 3M 11.3 11.4 11.3 11.3
Food Court 3M Irichi 12.2 13.7 12.2 12.2
Irichi Pos MBSP 13.5 17.2 13.5 13.5
Pos MBSP Kastam 20.3 17.3 20.3 20.3
Kastam Bomba 20.4 19.8 20.4 20.4
Bomba LBSB 20.6 19.9 20.6 20.6
LBSB Dateline Resources 20.8 20 20.8 20.8
Dateline Resources Parker 20.9 20.2 20.9 20.9
Parker FC5 21.2 20.3 21.2 21.2
FC5 Ais Top 21.9 20.6 21.7 21.9
Ais Top TNB Perai 24.1 21.3 22.0 24.1
TNB Perai FC6 24.4 23.5 24.6 24.4
FC6 FC8 25.4 23.8 24.9 25.4
FC8 Elna Sonic 26.4 24.8 25.9 26.4
Elna Sonic Mattel 27.3 25.8 26.9 27.3
Mattel ACM Perai 30 26.7 27.8 30
ACM Perai FC 1(Shell) 30.7 29.3 30.5 30.7
FC 1(Shell) Bawal Shop 31.8 30.1 30.8 31.8
Bawal Shop Kampung Dock 45.1 31.2 32.2 32.9
Kampung Doc Landfill 57.07 45.8 59.2 46.6
Landfill Depot 64.10 53.3
Compare with the existing route (KM) -11.9 2.13 -3.77
% -19.74% 3.73% -6.61%
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The negative value indicating shorter travelling distance (optimal results) while positive 
value reveals increase in travelling distance. Based on results show in Table 5, alternative 
route 2 is longer by 2.13 kilometer compared to existing route.

In Table 5, the total distance between nodes was calculated. The distance between 
starting node Depot to node Ann Joo is about 5.1 km and accumulated distance from Ann 
Joo to ILP Perai is 8.1 km. The variance of 3 kilometer is the net distance between Ann 
Joo to ILP Perai. Similarly, accumulated distance between node ILP Perai to node Nation 
Gate is 9.6 kilometer in existing route. The variance of 1.5 kilometer is the net distance 
between these 2 places. This accumulation of distance happens between nodes until the 
final node (destination). The sum represents total length of entire route.

Comparing the existing route with alternative route 1 results in a 19.74% reduction 
of distance. While the alternative route 2 involves 3.73% more distance compared with 
existing route. Although alternative route 2 is longer than existing route, the MBSP 
management still can use this route when the existing route is under construction or there 
is traffic congestion on the normal route.

The TSP method can minimize the distance approximately by 6.61% compared to 
existing route. This method is more effective in identifying the shortest distance compared 
to Dijkstra algorithm. The Dijkstra algorithm uses directed path which does not include 
returning to the initial node while the TSP method returns to the initial node (depot). As 
per information from MBSP Operations Manager, all the collection trucks will be parked 
at the cleaning depot at the end of every collection trip. So, the TSP method can identify 
the shortest route more effectively when the day trucks return to the depot by end of daily 
waste collection operations.

Figure 14. Comparison chart of existing and alternative routes from Prai industrial area to Ampang Jajar 
Waste Transfer Station.
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Kalle et al. (2016) proved that use of GIS can reduce collection time, distance travelled 
and fuel consumption. Also, they found that GIS also reduces working hours, vehicles 
wear and maintenance cost. In addition, Zam et al. (2007) also proved that GIS minimizes 
operational costs by optimizing routes in residential areas.

Cost of Operation

After determining minimum distance, this study also compared the cost of diesel utilized by 
existing route and alternative routes. The diesel cost is important in determining travelling 
cost. The diesel price during the study was approximately RM 3 per liter. MBSP Operations 
Manager mentioned that 700 liters of diesel is consumed by the truck per month.

Table 6 clearly sets out the calculation of diesel cost of waste collection truck for 
existing route and alternative routes. Figure 15 demonstrates, monthly diesel usage cost 
reduced from RM 2100.00 to RM 1685.40 (-19.75%) for alternative route 1.  Use of 

Table 6
Comparison of fuel cost for existing and alternative routes

Existing Route DJ-Alt 2 DJ-Alt 2 TSP
Total waste per month (24 Companies), kg 4780 4780 4780 4780
Diesel cost, RM/ l 3 3 3 3
Diesel consumption/ month, l 700
Diesel consumption/ day, l 23.33
Total travelled distance/ month, km 1712.1 1374.0 1776.0 1599.0
Diesel consumption/ km, l 0.4089 0.4089 0.4089 0.4089
Diesel consumption/ month, l 700.0 561.8 726.2 653.8
Diesel cost/ month, RM 2100.00 1685.40 2178.60 1961.40
Cost variance, % - -19.75% +3.71% -6.62%

Figure 15. Comparison of monthly diesel consumption cost between existing and alternative routes.
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alternative route 2 will increase the cost by RM 178.60 (+3.71%) monthly due to increase 
in use of diesel consumption. The TSP method resulted in lower diesel cost as well, reduced 
by RM 138.60 (-6.62%). The diesel cost calculation for TSP method is higher due to return 
of waste collection truck to cleaning depot or initial starting point. State of Penang spends 
approximately RM 1 billion for waste management cost alone. This amount can be reduced 
by optimizing travel routes of waste collecting trucks which leads to overall fuel cost 
savings. Many researchers used GIS techniques to minimize overall cost of management 
that involves road travel. Other research (Kinobe et al., 2015; Ahmad, 2016; Kalle et al., 
2016; Beijoco et al., 2011) also successfully reduced the cost of SWM transportation by 
implementing Dijkstra and TSP algorithm methods.

By finding effective routes, not only the cost of diesel is reduced but the savings can 
be extended to labor cost, traveling cost, daily output or coverage, and truck maintenance 
cost. The result of this study suggests that MBSP can invest additional fund for truck 
maintenance to increase efficiency of waste collection process.

Carbon Emission

After determining the diesel cost, this research compares the carbon emission levels for 
the existing route and alternative routes from Prai industrial area to Ampang Jajar waste 
transfer station using Equation 8. The total monthly waste of 24 companies and amount of 
diesel used by waste truck were recorded. From Equation 8, the energy released per liter 
of diesel is approximately 36.42 and emission factor per liter is 0.74. Table 7 represents 
the standard of energy content and emission factor in each liter of fuel.

After determining the travelling cost, this research compares the carbon emission levels 
for the existing route and alternative routes from Seberang Perai industrial area to Ampang 
Jajar waste transfer station. The Equation 8 was built to calculate carbon emission from 
transportation in Seberang Perai industrial area to waste transfer station Ampang Jajar. 
Therefore, the total waste of 24 companies every month and the amount of diesel used by 
waste truck every month was recorded. In Equation 8, the energy that released per liter 

Table 7 
Calculation of Carbon Emission in for existing and alternative routes

Existing route Alt 1 Alt 2 TSP
Energy Content Per liter 36.42 36.42 36.42 36.42
Emission Factor Per liter 0.074 0.074 0.074 0.074
Monthly waste disposal, kg 143,400 143,400 143,400 143,400
Monthly fuel consumption, liter 700.0 561.8 726.2 653.8
CO2 EmissionT per month (kg) 0.013 0.011 0.014 0.012
CO2 EmissionT per year (kg) 0.158 0.127 0.164 0.147
Changes in CO2 EmissionT, % - -19.6 +3.8% -7.0
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of diesel is approximately 36.42 and emission factor per litter approximately 0.74. Table 
7 represent the standard of energy content and emission factor that is in each liter of fuel.

Carbon emission for the existing route is 0.013 kg per month, or 0.158 kg per year. 
Alternative route 1 reported carbon emission level at 0.011 kg per month, or 0.127 kg per 
year. Alternative route 2 reported slightly higher level of carbon emission; is 0.014 kg per 
month, or 0.164 kg per year.  The carbon emission for TSP method is 0.012 kg per month, 
or 0.147 kg per year. Alternative route 1 is having lower emission by 19.6% compared 
to existing route. Similarly, TSP method is also reported lower emission rate by 7.0%. 
Alternative route 2 reported higher carbon emission level by 3.8% due to longer travelling 
distance. This reveals route optimization can reduce carbon emission and contributes to 
greener, cleaner, and healthier state. This finding is aligned with Ghadimzadehi et al. 
(2015) which found that decreased fuel consumption reduces CO2 emission from vehicles.

CONCLUSION

The study found that Dijkstra and TSP algorithms are useful to optimize the distance and 
transportation cost for solid waste management in Prai industrial area via the use of GIS 
approach by MBSP. The optimum route saves the travelling distance and fuel cost compared 
to existing route evaluated through Arc Map Network Analysis. The analysis revealed 
alternative route 1 as the shortest route. This study helps MBSP to control the cost of waste 
management in terms of travelled distance, fuel, time, and labour. These shortest paths also 
help MBSP to understand alternative routes in the case of construction or route crowding. 
The positive outcome of this study is important to achieve the Penang 2030 vision.
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ABSTRACT

Noise due to motorized vehicles is a major problem in urban areas which can interfere 
with physiological and psychological health. This study aims to determine the extent of 
noise levels outside and inside the house around the function of different roads in Malang 
City, East Java, Indonesia. The study was conducted by measuring the traffic noise level 
using a sound level meter. Measurements were taken in the afternoon between 16.00-21.00 
during the peak of heavy traffic and outside working hours when residents were already at 
home. Statistical Student’s t-test analysis was used to test differences in the average noise 
level outside and inside the house on each road function. Variance analysis was used to 
compare noise levels around primary arterial roads, secondary arteries, primary collectors, 
secondary collectors, primary local, and secondary local. From the measurement results, 
it is known that the noise due to motorized vehicles is 84.28 dB on average. This exceeds 
the threshold based on the Decree of the State Minister for the Environment Number 48 

of 1996. There was a significant difference 
in noise level between outside and inside the 
house on each road function. There was no 
significant difference in noise level between 
the functions of the road segments both 
outside and inside the house. The results 
of the study concluded that the traffic noise 
level at 16:00 to 21:00 hours on all roads 
that were targeted for research exceeds the 
national threshold. It is recommended that 
the level of traffic noise around roads in 
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the city of Malang can be reduced to minimize the negative impact on physiological and 
psychological health.

Keywords: National threshold, noise level, road function, traffic noise 

INTRODUCTION

The increase in the number of motorized vehicles causes many problems in urban areas. 
This is faced by many big cities in the world. This increase is in line with the increasingly 
complex human needs that require the support of transportation facilities in the form 
of motorized vehicles. However, in several big cities in Indonesia the rapid increase in 
the number of motorized vehicles has not been matched by an increase in the capacity 
of adequate road infrastructure (Ningsih, 2010). This has become one of the causes of 
environmental degradation.

Facts obtained from several studies show that the big cities in the world cannot be 
separated from traffic noise. In cities in India, traffic noise caused by heavy traffic flow 
conditions in the main corridor Bus Rapid Transport System (BRTS) has exceeded the 
national standards of the Central Pollution Control Board (CPCB) (Mishra et al., 2010). 
Likewise in Tehran, most of the business centers and settlements around the main roads 
are exposed to noise pollution (Alesheikh & Omidvari, 2010). 

Research in Bandung shows that the average noise level on all major roads have 
exceeded the specified quality standards (Pryandana, 2000). On several local roads in 
Bandung also showed the same condition (Setiawan et al., 2016; Wahyuni et al., 2019). 
The same results were shown in a study in Manado (Balirante et al., 2020), Meulaboh 
(Kurnia et al., 2018) and Padang (Putra & Lisha, 2017). 

The level of traffic noise that exceeds the threshold of the Decree of the Minister of 
Environment No. 48 of 1996 can disturb people who are exposed both physiologically and 
psychologically. There are two stages in the decline in mental health level as a result of 
poor environmental quality including due to noise factors, namely (a) will directly affect 
behavior, attitudes and utilization of health services, and (b) long-term related with the 
accumulation of stress and limited environmental resources (Halim, 2008). Meanwhile, 
research in primary schools shows that students exposed to traffic noise >61.8 dBALeq in a 
school environment have a 10.9 times risk of experiencing psychological health problems 
(Djaja & Wulandari, 2007), the same thing was also studied at SMPN 3 Kendari (Ibnu, 
2019). The accuracy of hearing also decreased (Yadnya et al., 2009). Also found the fact 
that there is a relationship between noise and hypertension suffered by women who live 
around the railroad tracks (Rosidah, 2004). 

From the revealed facts, it is necessary to do further research on the noise level from 
motorized vehicle sources in Malang City. The purpose of this study was to determine the 
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extent of noise levels outside and inside the house around the function of different roads 
in Malang, East Java, Indonesia.

MATERIALS AND METHOD

Research Location 

The research location is in the city of Malang, East Java province, Indonesia (Figure 1). 
Malang City is the second largest city in East Java after Surabaya. Geographically, the 
city of Malang is located at position 1120 38’ 01.7” East Longitude and 70 58’ 42.2” South 
Latitude covers an area of 11,006 Km2.

Malang City is located in the middle of Malang Regency administration area. North 
side, bordering Singosari District and Karangploso District Malang Regency. In the south, 
it is bordered by Tajinan subdistrict and Pakisaji subdistrict, Malang regency. West side, 
bordering Wagir District Malang Regency and Dau District Malang Regency. East side, 
bordering Pakis District and Tumpang District, Malang Regency.

Types of Roads

Judging from the function of the roads contained in the city of Malang can be divided into: 
Primary Arterial roads, Secondary Arteries, Primary Collectors, Secondary Collectors, 
Primary Local, Secondary Local. In terms of existing road patterns, the Malang City road 
transportation pattern is a radial concentric pattern with an inner ring system of the local 
road network that forms a grid pattern. The total length of the road based on the function 

Figure 1. The research location on the arterial, collector, and local roads in the city of Malang
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is 663.34 km. The details of the length of the 
road network in Malang based on the road 
function are described in Table 1. 

Research Methods
The population of the road is the entire road 
network in the city of Malang. Determination 
of the sample of road segments is done by 
selecting the road segments that represent 
the functions of primary arterial roads, 
secondary arteries, primary collectors, 
secondary collectors, primary local and 

Table 1
Function and length of roads in Malang City

No Function of Road Length (km)
1 Primary Artery 11.82
2 Secondary Artery 15.94
3 Primary Collector 8.16
4 Secondary Collector 27.09
5 Primary Local 9.66
6 Secondary Local 590.67

Total 663.34

Source: “Studi Greater Malang Urban Road 
Network Study” and “RTRW Kota Malang”

secondary local. The selection of road segments is based on the consideration that in 
addition to representing the function of the road, there are also many houses that are not 
used as business premises around the road segments. This consideration was taken because 
the focus was to find out the condition of motorized traffic noise that exposed the population 
living in the vicinity. Based on the above criteria, a sample of 41 road sections are spread 
across 6 road functions.

Noise measurement points are set at least in three places, namely the base, middle and 
end of each road section. The determination of the three points is expected to be able to 
represent the character of the flow of motorized vehicles passing along the road. 

Data Types and Collection
The data was measured in the form of the distance from the house to the road axis and 
noise data generated from the road outside and inside the house. Noise level was measured 
using a Sound Level Meter. The measuring instrument used is the 4 IN 1 Multi-functional 
Environmental Meter. This tool is capable of measuring noise in the range of Lo = 30-100 
dB; Hi = 65-130 dB.

Data collection points were determined at least at the end, middle and end of the road 
section. Data was measured based on the ear height of a person sitting in a chair with 
consideration at rest, many people do it while sitting. Data collection was carried out 
in the afternoon until evening with the consideration that the residents were already at 
home. Noise measurements were carried out on terraces and inside residents’ houses with 
a duration of about five minutes. The data recorded was the average noise data over the 
measurement duration.

Data Analysis
The data collected is carried out reduction and compilation to make an assessment according 
to the category. Data were analyzed with descriptive statistical tools and analysis of 
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variance. Descriptive analysis is needed to describe the distribution of the distance of the 
house to the street. While analysis of variance is needed to determine differences in noise 
levels on each road function.

The description of the data is presented in statistical Table 2 and Figure 2 as a 
representation of the collected data. Table 2 contains frequency and percentage information 
on the distance of the house to the ace of the road. While the graph is presented in the form 
of three-dimensional blocks.

The difference in noise levels between outside and inside the house on each road 
function is calculated by the Student’s t unpaired test. One-way analysis of variance 
(ANOVA) was calculated using Excel, to see differences in noise levels between each 
group of road functions. 

After that proceed with making a map of Malang city traffic noise in the form of a 
two-dimensional map for the road sections included in the study.

RESULT 

Measurement of motor vehicle noise is carried out on samples of road segments that 
represent the functions of primary arterial roads, secondary arteries, primary collectors, 
secondary collectors, primary local and secondary local. The selection of road sections is 
based on the consideration that in addition to representing the function of the road as well 
as around these roads there are residents’ houses that are not used as places of business. 

Distance From House to the Ace of the Street

From the data collected, it was found that most of the houses have a distance from the axle 
of the road between 5.1 and 10 meters. Of course, such distance is too close to the source 
of the noise on the road. Furthermore, it can be seen in Table 2 and Figure 2.

From the measurement, information was obtained that the existence of a house on 
the side of the road is too close to the road. Examples of cases like this can be seen in 
Figure 3 which was taken from Google Maps and Figure 4 which was taken directly at 

Tabel 2
Amount and percentage of distribution of distances from houses to the axle of the road

No Distance from Road Frequency Percentage (%)
1 ≤ 5 meters 7 4.52
2 5,1 – 10 meters 128 82.58
3 10,1 – 15 meters 18 11.61
4 15,1 – 20 meters 1 0.65
5 ≥ 20,1 meters 1 0.65

Total 155 100.00

Source: Primary Data Processed
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Figure 2. Percentage (%) distances from houses to the axle of the road

Figure 3. An example of the location of a house that is too close to the road. The houses marked with an 
oval line are located on Candi Panggung and Akordion streets, Malang city.

Figure 4. An example of the images of the houses that were too close to the road, which was taken directly 
on Akordion streets, Malang city.

Percentage (%) distances from houses to the axle of the road
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the location. A distance that is too close like this has the potential for high levels of noise 
to which it is exposed.

Analysis of the Mean Noise Level outside and inside the House
Based on research data obtained from measurement, data showed on the mean noise level 
outside and inside the house for each of the functions can be seen in Table 3. The standard 
deviation is calculated from the data collected can also be seen in Table 3.

To find out the difference in the mean noise level outside and inside the house for 
each road function, it was carried out using the unpaired Student’s t test. The results can 
be seen in Table 4.

From the analysis of Student’s t-test there was a significant difference at t0.05. A 
significant difference in mean of noise level between outside and inside the house occurs 
in each function of the road section. These differences show that the noise level outside the 
house can be significantly reduced inside the house. This is caused by the various kinds of 
efforts made by residents to reduce noise from motor vehicles on the road. 

Some efforts to reduce the noise that is commonly found in houses scattered around 
roads in the city of Malang, among others, close their homes tightly. Doors and windows 

Table 3
Noise level  outside and inside the house for each road function

No Road Function Outside the House Inside the House
1 Primary Artery Number of roads, n 4 4

Mean of noise level, 84.55 70.10*
Standard deviation, s 1.85 6.09

2 Secondary Artery Number of roads, n 4 4
Mean of noise level, 85.13 69.40*
Standard deviation, s 1.79 3.89

3 Primary Collector Number of roads, n 2 2
Mean of noise level, 83.20 67.15*
Standard deviation, s 0.57 2.62

4 Secondary Collector Number of roads, n 13 13
Mean of noise level, 84.50 69.30*
Standard deviation, s 2.68 4,00

5 Primary Local Number of roads, n 2 2
Mean of noise level, 83.15 68.90*
Standard deviation, s 0.92 1.13

6 Secondary Local Number of roads, n 16 16
Mean of noise level, 84.09 66.71*
Standard deviation, s 3.40 9.15

Source: Primary data processed
Note: * there is a significant difference in t0,05
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are made tight and even air vents are also closed to reduce noise and prevent dust from 
entering the room. The curtains that are used to protect the room from the eyes of people 
outside the house also function as a silencer. Ornamental plants planted on the fence of 
the house or the terrace of the house can also reduce the intensity of noise from the road. 
Research has been conducted on various types of plants that can reduce noise in Malang 
(Tjahjono & Nugroho, 2018) and Sidoarjo (Pudjowati et al., 2013). From both studies, it 
is known that plant species can effectively reduce noise.

Analysis of Variance of Noise Level on Each Function of Roads

Data collected includes road segments grouped into road functions, the mean noise level 
in each section presented in Tables 5 and 6. 

By using analysis of variance, it can be concluded that there is no significant difference 
between the functions of road segments (primary arteries, secondary arteries, primary 
collectors, secondary collectors, primarily local and secondary local) for average noise 
levels outside the house or inside the house. This shows that the noise level originating 
from motorized vehicles in the streets of Malang has exceeded the required noise level. 
Even though the noise inside the house can be muted, it is still above the threshold or 
greater than 55 dB.

Table 4
Result of T test calculation

No Road Fungtion tcount t0.05 Conclusion
1 Primary Artery 4.541 1.943 Significant
2 Secondary Artery 7.347 1.943 Significant
3 Primary Collector 8.465 2.920 Significant
4 Secondary Collector 11.382 1.711 Significant
5 Primary Local 13.830 2.920 Significant
6 Secondary Local 7.122 1.645 Significant

Source: Primary data processed

Table 5
Variance analysis for average noise level outside the house

Source df SS MS Fcount
Ftable

5% 1%
Treatment 5 9.26 1.85 0.23 2.49 3.60
Error 35 280.56 8.02      
Total 40 289.82        

Source: Primary data processed
Because Fcount = 0.23 is smaller than Ftable at the level of 1% = 3.60, so it can be concluded that there is no 
difference in noise levels in each treatment group (road function)
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Motor Vehicle Noise Level Mapping in the City of Malang

From the noise measurement data collected then plotted to the Malang City road map 
which is downloaded from the Google Map. Roads with a noise level exceeding 55 dB 
are colored red. There is no road noise level below 55 dB.

Table 6 	
Variance analysis for average noise level inside the house

Source df SS MS Fcount
Ftable

5% 1%
Treatment 5 74.58 14.92 0.32 2.49 3.60
Error 35 1611.93 46.06      
Total 40 1686.52        

Source: Primary data processed
Because Fcount = 0.32 is smaller than Ftable at the level of 1% = 3.60, so it can be concluded that there is no 
difference in noise levels in each treatment group (road function).

Figure 5. Traffic Noise Map in the Study Area in Malang City

: Roads with a noise level exceeds 55 dB
: Province Road (not included in the study)
: Others roads that not included in the study
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On the map image, the roads marked in blue are provincial roads. Roads that have been 
measured for noise levels are those that are colored red. As for the blue and black roads, 
no measurements were taken considering that there are almost no residential areas around 
them, only business premises. The map can be seen in Figure 5.

DISCUSSION

In the road sections that were the focus of the study, it was found that most of the distance 
from the house to the main road was 5.1-10 meters (82.58%), while those greater than 10 
meters was 12.26%. The very close distance to the road, of course, the greater the noise 
level.

The average noise level between outside and inside the house, there is a significant 
difference in each function of the road section. This difference is associated with a 
significant decrease in noise levels in the house. However, the decrease in noise level is 
still in the range above the required threshold.

From the analysis of variance, it was concluded that in each group of road functions 
there was no difference in the average noise level both outside and inside the house. Thus 
it can be said that all roads in the scope of research in the city of Malang have a noise level 
that exceeds the required noise level standard.

The results of research in several cities such as Bandung show that the average noise 
level is above the national standard on the main and local roads (Pryandana, 2000). 
Likewise, the results of research in Manado (Balirante et al., 2020), Meulaboh (Kurnia et 
al., 2018), and Padang (Putra & Lisha, 2017) show that the average noise level exceeds 
the specified quality standards on all major roads. and local. This is the same as what 
happened in the city of Malang. 

If we look at the development of the number of motorized vehicles in Indonesia from 
2010 to 2018, it shows an increasing trend. From the total 76,907,127 vehicles in 2010, it 
increased to 146,858,760 vehicles in 2018. Within eight years, the number of motorized 
vehicles increased by 91% or 11% per year. With such an increasing trend there is also the 
potential for an increase in the resulting traffic noise. This happens in big cities throughout 
Indonesia, including in Malang.

The number of motorized vehicles which increase significantly each year has certainly 
led to an increase in noise levels on the road. Meanwhile, the speed of increasing road 
capacity in Malang City has not been able to keep up with the increase in the number of 
motorized vehicles. Therefore the increase in noise still exceeds the quality standard for 
the noise level required by the Minister of Environment Decree No. 48 of 1996.
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CONCLUSIONS

From the measurement results, that all roads targeted by the study indicate the level of noise 
caused by motorized traffic exceeds the noise level standard for housing and settlements 
(55 dB) based on the Decree of the Minister of Environment No. 48 of 1996. The measured 
average noise level was 84.28 dB, greater than 55 dB. From the analysis of Student’s t-test 
it was found that there was a significant difference between the noise level outside and 
inside the house on each road function. While from the analysis of variance, it is known 
that there is no difference in noise level in each road function (primary arteries, secondary 
arteries, primary collectors, secondary collectors, primarily local and secondary local), 
both outside and inside the house. This means that the existing noise level has exceeded 
the specified standard that is 55 dB. It is recommended that noise levels originating from 
motorized vehicles on Malang city roads can be reduced to meet national requirements.
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ABSTRACT

Green Information Technology (IT) has emerged as a crucial topic for environmentally and 
sustainability development. At the same time, Green IT impacts the organisation as well. 
Studies show there is a lack of a proposed framework in the Green IT literature. As the 
IT industry is one of the significant sectors supporting the Green Technology Policy, this 
study objective is to identify the factors rendered in the Green IT adoption and examine the 
factors that drive the adoption of Green IT in Malaysia.  The study referred to the case study 
to show the most important factors rendered in Green IT adoption in the public sector and 
the private sector in Malaysia. A qualitative method was applied through a semi-structured 
interview by using open-ended questions as a guideline with five organisations from the 
public sector and the private sector. This study prioritises the explanation building as a 
specific approach to analysis. Results show that there are five factors rendered in Green IT 
adoption in Malaysia: environmental factor, cost factor, organisational factor, technological 
factor, and business opportunity factor. This study benefits policymaker, organisations, 
and other researchers to support Malaysia’s pledge to reduce its Greenhouse Gas (GHG) 
emission intensity of Gross Domestic Product (GDP) by up to 45% by 2030. 

Keywords: Green and sustainable practices, green 
IT, Malaysia

INTRODUCTION

Green IT has been discussed in many 
aspects nowadays towards reducing the 
global carbon emission produced by IT 
consumptions. In Malaysia, Green IT is 
considered new to implement. The National 
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Green Technology Policy was established in Malaysia in 2009 and addresses five strategic 
thrusts. One of the strategies is to strengthen efforts in promotion and improve the awareness 
of people in ICT technology (Ministry of Energy, Green Technology and Water of Malaysia, 
2009). The 6th Malaysian Prime Minister indicates: 

“Green Technology is a blue ocean strategy as it transcends across all sectors 
of the economy. It provides vast opportunities for government and business to 
innovate and grow as well as developing new parts of competitiveness” (Kasbun 
et al., 2016). 

Thus, the National Green Technology Policy establishment strengthening the new 
green ideas for the ICT sector (GreenTech, 2011). 

Rad et al. (2018) reported that there is a lack of study in technology adoption. Studies 
show that there are organisations in the government sector that emphasise environmental 
aspects in Green IT adoption (Junior et al., 2018). While several past studies briefly 
discussing Green IT adoption in the Malaysia organisation. Rahim & Rahman (2013) 
briefly discussed the Green IT capabilities and resources in the Malaysia public listed 
organisation; Esfahani et al. (2015) generally revised the importance of motivational 
in Green IT implementation in the organisation. Therefore, this study focusses on two 
objectives. First, to examine the most important factors rendered the Green IT adoption 
by MAMPU, KeTTHA, GreenTech Malaysia, International Business Machine (IBM) 
Malaysia and Hewlett-Packard (HP) Malaysia and second, is to propose a framework in 
implementing the Green IT. 

Green IT in Malaysia
The key landmark for the ICT industry in Malaysia started in 1997 when the Multimedia 
Super Corridor (MSC) Malaysia becomes the national agenda for the nation’s development. 
In July 2009, the National Green Technology Policy (NGTP) was established with a policy 
statement which is “green technology shall be a driver to accelerate the national economy 
and promote sustainable development” (GreenTech, 2013). The NGTP outlined five strategic 
thrusts: i) Strengthen the Institutional Frameworks, ii) Provide a Conducive Environment 
for Green Technology Development, iii) Intensify Human Capital Development in Green 
Technology, iv) Intensify Green Technology Research and Innovations and v) Promotion 
and public awareness. Follows by four pillars in energy, environment, economy and social 
and focus on six sectors including energy, water, waste, building, manufacturing, and 
transport (Ministry of Energy Green Technology and Water, 2017). Thus, to achieve the 
NGTP objective, this study focus on Green ICT Malaysia covers the term of adoption, 
and factors, as the preparation which directly leads to in-depth understanding and finally 
able to propose a framework that can be used to ensure the widespread adoption of Green 
IT in Malaysia. 
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Technology Adoption Models 

This study applies two models - Technology-Organisation-Environment (TOE) and 
Diffusion of Innovation (DOI). TOE model explains the organisational adoption and 
execution of technological innovation. This model is recognised as determining factors 
of organisation level innovation adoption (Cobos et al., 2016; Zhang et al., 2020). Whilst 
DOI examines innovation adoption from a process perspective (Cobos et al., 2016). TOE 
is consistent with DOI as both theories recognised as determining factors of organisational 
level in innovation adoption. For instance, DOI’s innovative characteristics and internal 
and external characteristics of the adopting organisation are accordances with the TOE 
framework’s innovation and organisational contexts (Cobos et al., 2016; Asadi et al., 
2017).  Besides, TOE and DOI models are aligned to apply in the qualitative method which 
the researcher conducts this study through a semi-structured interview. From there, the 
researcher able to find which factors are important in the adoption of Green IT in Malaysia. 
Besides, through the TOE and DOI framework, the researcher able to apply the models 
as a guideline in determining the factors that rendered Green IT adoption and place the 
TOE models factor as the main factor. Therefore, TOE and DOI models are relevant to this 
study. These models are applied to investigate the factors rendered in Green IT adoption 
and how the Green IT technology diffused in the organisations. 

Green Information Technology (IT) 

According to Asadi et al. (2019), the concept of Green IT is affected by and related to 
sustainability, ecological sustainability, information systems, and information technology 
concepts. In the meantime, many scholars express Green IT terminologies with green 
computing, environmentally, sustainable computing, and energy efficiency based on their 
perspective of business concern and organisation operation. Dalvi-Esfahani et al. (2020) 
defined Green IT as the process of manufacturing, using, and disposing of all related IT 
(hardware and software) concerning eco-friendly issues. The definition focuses on both 
enhancing energy efficiency and intensifying the sustainability of the environment by 
reducing the pollution released from IT hardware and software. Besides, it is also an 
example of a green growth initiative pointed at enhancing performance and productivity 
through sustainable utilization and production of organisational and societal resources 
(Gazzola et al. 2018). Therefore, this study focuses on Green Information Communication 
Technology to examine the factors that rendered the Green IT adoption in Malaysia. 

The Factors Rendered Green IT Adoption

There are seven factors discusses in Green IT adoption. The factors identify the Green IT 
adoption based on literature in Malaysia organisation. Below explain the details.
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Technological Factor. Unhelkar (2016) points out that there are two primary technologies 
in Green IT which are hardware within the organisation and application. De Zoysa and 
Wijayanayake (2013) illustrate more on the technology areas of Green IT includes the 
data centre, virtualization, utilization, storage area network and the other application. 
However, as Green IT adoption possess various scope in the technology aspect, the wide 
ranges of technical aspects related to design, manufacture, use, and disposal of Green IT 
technologies are focused. However, most of the studies records technological factor are not 
tend to organisation studies. For instance, consumers’ intention toward adoption of vehicle 
(Asadi et al., 2020); green fertiliser technology through farmers behaviour (Adnan et al., 
2019); green building sector (Azis, 2021) and the awareness of solar energy technology 
among households (Malik & Ayop, 2020). 

Competitive Pressure Factor. Referring to De Zoysa and Wijayanayake (2013), the 
organisation may feel the pressure from competitors in the same industry, which comes 
from strong company’s background to keep their image. This means when a competitor’s 
products or services are better than our company, we will feel the pressure that our profits 
will decrease. Simon (2013) expresses that one of the key drivers of successful technology 
development and adoption is a market formation which is developing marketplace by 
developing new products and services, identify customer and users’ needs, develop viable 
business models, consider possibilities for exports, and needs for imports. Therefore, 
companies should adopt technological tools to meet certain demands in the market (Khan 
& Faizal, 2015). 

Organisational Factor. Dash et al. (2016) demonstrate that every organisation pursues 
to improve their business operation which includes the necessity of strategic planning to 
adopt new technology in establishing several process stages to improve the organisation 
performance. In Malaysia organisation, study shows that there is a  relationship between 
Green IT attitude and engagement in support green computing practices (Ojo et al., 
2019). Letlonkane and Mavetera (2014) emphasize that top management, such as Chief 
Information Officer and IT managers have an optimistic attitude on the advantage of 
adopting Green IT to the organisation. Besides, Molla and Abareshi (2014) examine that 
actions undertaken by senior management can introduce complementary structures to assist 
learning and innovation.

Environment Factor. According to Fernando and Wah (2017), environment performance 
in organisation processes to achieve firms goals for environmental improvement and gas 
emission reduction in Malaysia. Shameer et al. (2015) highlight that Green IT is the solution 
concerned with reducing the environmental impact of IT before IT devices are purchased, 
during their lifetimes and after consumers have finished with them. Given the example of 
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environmental performance in an organisation, Saha (2014) mentions that electricity is a 
crucial cause of climate change as the thermal power plants that aid generates electricity 
also releases a high amount of carbon dioxide and many other harmful particles into the 
atmosphere. As we know that the consumption of IT generated by electricity, Lee et al. 
(2013) examine that IT products consume considerable amounts of energy, contributing 
to the emission throughout their entire life cycle, from production to use and disposal. 
Shibly (2015) supports that most of the components discovered in prevalent computers are 
not only harmful to the environment but potentially harmful to human health. However, 
Asadi et al. (2020) reports that there is still a lack of green initiatives study relates to the 
environment in Malaysia organisation.

Regulatory Support Factor. According to Zailani et al. (2015) illustrate that the 
involvement in environmental protection obliged through legal regulations. Taruna et al. 
(2014) examine that one of the strategies regarding the adoption of Green IT is being as 
such the countries, especially emphasizing toward the developing countries must have to go 
through the policies strictly or to adopt Green IT policy seriously. This stated in Unhelkar 
(2016) indicates that some governments are forcing companies to make a report on their 
carbon emission every year. Therefore, Murugesan and Gangadharan (2012) highlight that 
this will bring towards the success of Green IT adoption and implementation and it will 
confirm the reduction of the carbon footprint from the organisations. This is supported 
by Mergel and Bretschneider (2013) emphasize where the organisation may follow the 
regulation to avoid the penalties and other taxes. 

Business Opportunity Factor. Singh and Vatta (2016) mention that opportunities in green 
technology ordain like never in history and organisations are looking at it as a technique 
to generate new profit centres while trying to support the environment. Unhelkar (2016) 
claims that the adoption of Green IT provides the opportunity for the organisation to offer 
product or services to the other organisation at the same time achieve green initiatives and 
goals. Moreover, Gupta and Kumar (2012) emphasize that major IT companies are already 
applying green standards to their operations to gain new revenue opportunities and promote 
social and environmental responsibility influencing customers and market competition. 
Besides the development of policies and the provision of supervisory support, Lee et al. 
(2013) state that overseas governments have proactively taken the lead concerning Green 
IT and technology initiatives by funding R&D collaboration between the government, 
academia, and industry, and offering incentives for deployment. 

Cost Factor. Referring to Chen and Ma (2014) and Dibra (2015), claim that cost is one 
of the factors in the adoption of new technology. In implementing the new technologies, 
especially in green technology, the start-up cost was high, but the government believed that 
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the maintenance costs would be low in the long run, making the technologies cost-effective 
(Managi et al., 2014). De Zoysa and Wijayanayake (2013) pointed out that even though 
the time taken to reach breakeven is high, however, government incentives may contribute 
to the value proposition, and new challenges will come up as new technology, skills, and 
process changes. Plus, Mohammed et al. (2015) illustrate that the adoption of Green IT is 
a significant saving in the product costs by utilizing resources efficiently. 

Theoretical Framework

The theoretical framework is constructed as a guide for the entire process in this case study. 
Figure 1 shows the theoretical framework of Green IT adoption based on the collected 
secondary data from the academic scholar about technology adoption and Green IT.  It is 
formulated to explain, predict, and understand phenomena and to challenge and extend 
existing knowledge within the limits of critical bounding assumption. The theoretical 
framework in this case study consists of seven factors which is Technological Factor, 
Organisational Factor, Environmental Factor, Regulatory Support Factor, Competitive 
Pressure Factor, Business Opportunity Factor, and Cost Factor. In each of the listed factors 
has further explanation enables to go in-depth about the research topic. Based on the 

Figure 1. Theoretical framework

Factors Rendered in Green IT 
Adoption

F1: Technological Factor a
F2: Organisational Factor b
F3: Environmental Factor c

F4: Regulatory Support Factor d
F5: Competitive Pressure Factor e

F6: Business Opportunity Factor f

F7: Cost Factor g

Green IT Adoption

theoretical framework, the elements guided 
the whole process for the adoption of Green 
IT in Malaysia in term of management.  As 
shown in Figure 1, this study concluded that 
the theoretical framework was constructed 
based on the research objectives as the 
research objective is to examine the factors 
rendered in Green IT adoption and the 
proposed framework in Green IT adoption. 
Thus, based on this theoretical framework, 
the researcher is able to conduct semi-
structured interviews to test this theory in 
order to gain the outcome and finally will 
be able to propose new framework.

MATERIALS AND METHODS

This study is conducted qualitatively in semi-structured interviews and a purposive 
sampling approach. The 23 respondents participate in these interviews with open-ended 
questions (six respondents from KeTTHA, six respondents from MAMPU, one respondent 
from GreenTech Malaysia, six respondents from IBM Malaysia and four respondents from 
HP Malaysia). The respondents are a policymaker, ICT coordinator, execution of Green 
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Technology Policy and IT producers. Purposive sampling or judgmental sampling was 
applied in collecting the data following the opinion of an expert in a particular field is the 
topic of interest (Martínez-Mesa et al., 2016). This study, specifically selected respondents 
from public and private company mentioned to contribute to the Green IT adoption topic 
and sharing their expert knowledge and experiences on the factors and the process of 
adopting Green IT in organizations. The 23 respondents are sufficient to represent this 
study as data reached a point of saturation which when the new themes stop emerges, the 
researcher can conclude that there is no need for more interviews (Saunders et al., 2016). 
Saunders et al. (2016) claimed that the minimum sample size for in-depth interview is 5 – 25 
respondents. Besides, at least 15 interviews were needed for the sample size requirement 
for all types of qualitative research (Guest et al., 2006). As a rule of thumb, it can be said 
that interview studies tend to have around 15 participants, which is a number that makes 
possible practical handling of the data (Brinkmann, 2013).

RESULTS AND DISCUSSIONS 

Technological Factor

According to Shibly (2015) stated that technology is not a passive observer, but it is an 
active contributor in achieving the goals of Green IT. There are three criteria elaborate on 
the technological factor. First, the company following the trend and direction of technology; 
second is adopting IT software (green data centre, cloud computing, adopted virtualization 
of technology); and third is IT hardware (thin client which shared personal computer (PC) 
that has a small Central Processing Unit (CPU) and optimizing the use of CD, driver, and 
other hardware which at the end contribute to the electronic waste). Results show that 14 
out of 16 respondents agreed technological factor is one of the factors in adopting Green 
IT. One of the respondents from KeTTHA quotes that 

“…Technology is always coming and we need to pursue the technology”.

One of the Respondents from MAMPU agrees that:

“For Green IT technology, the company is constantly looking at new technologies 
and alerts about the latest technology to support the reduction of carbon emission. 

One of the respondents from Green Tech said that:

“The technology that’s appropriate, fulfilling the desired green requirements, will 
be adopted into the organisation”.

Thus, the similarities public and private sector is the adoption the latest technology 
such as cloud, green data centre, and virtualization, shared the same views regarding the 
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technologies are growing over time and they took as an advantage to their organisation to 
improve the technologies in the organisation. Plus, four respondents from IBM Malaysia 
and HP Malaysia agree that must grab the new technologies as an opportunity to develop 
the new products and services to meet the customer expectation based on the circulation 
of time. One of the respondents from the Company stated that:

“…HP Malaysia is always looking for growth technologies which able to meet 
the customer expectation at the same time contribute to the eco-friendly by 
manufacturing a new product which minimizes the use of hazardous materials 
and fulfils the global requirements”. 

Table 1 simplify the result. 

Table 1
Technological factor in Green IT adoption

Technological 
factor criteria Result from Public Company Result from Private Company

Follow the trend 
and direction of 
technology

“Technology is always coming and we need to 
pursue the technology” (Respondent from KeTTHA)

“HP Malaysia is always looking 
for growth technologies which 
able to meet the customer 
expectation at the same time 
contribute to the eco-friendly 
by manufacturing a new 
product which minimizes the 
use of hazardous materials and 
fulfils the global requirements” 
(Respondent from HP 
Malaysia)

Adopting IT 
software  

“For Green IT technology, the company is constantly 
looking at new technologies and alerts about the 
latest technology to support the reduction of carbon 
emission (Respondent from MAMPU)

IT hardware “The technology that's appropriate, fulfilling the 
desired green requirements, will be adopted into the 
organisation" (Respondent from GreenTech)

Organisational Factor

There are six criteria in the organisational factor. First, responsible in developing country 
and plays its role with the nation as stated by Ministry of Energy, Green Technology 
and Water of Malaysia (2009) that Malaysia has taken serious steps in addressing global 
emissions problems by launching a program of National Green Technology Policy in 
2009. Second criteria are based on three stages of adoption in government which is 
procurement side (match with a green aspect such as Energy Star, EPEAT), uses side 
(electric consumption on hardware such as PC, Monitor, server, printer, notebook, and the 
application) and disposal side (follow government disposal procedure asset 2007). Third, 
forced by Green Technology Policy and IT as an initiative to develop Green IT. Fourth is 
top management support to make the organisation a role model or benchmark. The fifth 
is improving the environmental performance and sixth is the opportunity to gain profit at 
the same time responsible to provide the best product and services through the adoption. 
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12 out of 13 respondents were agreed towards this factor. One of the respondents from 
MAMPU responded:

“…Either organisation wants to adopt it or leave it, the decision is fixed where we 
need to adopt the Green IT due to Malaysia wants to be seen as the responsible 
developing country that plays its role with the nation”. 

Respondents from IBM Malaysia responded that:

“…We adopt green to the organisation first in each operation of IT, and then we 
will deliver to the customers”.

Thus, the results show that the similarities between public and private sector through 
top management think are Green IT able to improve the overall performance at the same 
time being a benchmark in supporting Green Technology Policy, the adoption also one of 
the values for the organisation to be leading in the development of ICT technologies and 
provide the best solutions to the nation. Table 2 quotes the result. 

Table 2
Summarize of organisational factor in Green IT adoption

Organisational factor criteria Result from Public Company Result from Private 
Company

Responsible in developing country  “…Either organisation wants to 
adopt it or leave it, the decision is 
fixed where we need to adopt the 
Green IT due to Malaysia wants to 
be seen as the responsible developing 
country that plays its role with the 
nation” (Respondent from MAMPU)

 “…We adopt green to 
the organisation first in 
each operation of IT, 
and then we will deliver 
to the customers
(Respondent from IBM 
Malaysia) 

Three stages of adoption in 
government:   

•	 procurement side
•	 uses side 
•	 disposal side 

Forced by green technology policy 
Top management support 
Improve the environmental 
performance
Opportunity to gain profit

Environment Factor

For the environment factor, there are six criteria listed. First, reduce energy usage on the 
hardware of IT; second is implementing of cloud which could reduce electronic waste; 
third is preserving resources; fourth is responsibility leading to climate changes and 
commits to reducing the carbon footprint; fifth able to manage its environmental impact 
by adopting environmentally responsible emphasized in every department including 
operation, manufacturing, supply chain and sixth is specified all products meet the global 
green standard such as Restriction of Hazardous Substances (RoHS), Energy Star and Waste 
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Electrical and Electronic Equipment Directive (WEEE). In this factor, 13 out of 13 stated 
this is the reason they are adopted Green IT. One of the KeTTHA respondent stated that: 

“After Green IT was adopted in KeTTHA, it can be seen that reduction around 
60% to 70% of energy”.

This is supported by KeTTHA and Green Computing Initiative (2012) claimed that 
through the measurement via Power Usage Efficiency (PUE) tools, it can be seen that 
previous conventional technology, the new generation facility has enabled energy savings 
of 61.79%. The similarities among five organisations: the reducing of energy consumption 
and carbon emission from the operation. One of the IBM Malaysia respondents claim that:

“…As we can see, companies need IT equipment for business matters connected 
with the other individual or organisation. Besides, IT hardware such as a PC, 
printer, storage and other equipment contained hazardous materials which 
produced lots of carbon emissions. From there, the company starts to produce all 
the equipment and technology that suits the environment and people concern”.

Differences can be seen where the public sector is more on the using and disposing 
side where monitoring is easier than the private sector. The private sector needs to focus on 
every side of adoption, which is manufacturing, design, using and dispose of. It includes 
monitoring to achieve the mission in reducing the consumption of energy and decreasing 
the carbon emission. Table 3 simplifies the result.

Business Opportunity Factor

The criteria of business opportunity recorded sixth factor. First is producing products and 
services which can be commercialized to the internal and external of Malaysia. Second is 
high demand in a business opportunity. The third is the government more towards strategic 
collaborative engagement sharing the adoption knowledge among the agencies. Fourth is 
offers other private companies rebate and incentive to implement green technology project 
as highlighted by MyHijau (2017) that the government also pledged to deliver investment 
tax such as green investment tax allowance for companies that undertake green technology 
projects for business purpose, purchase green technology products, equipment and system 
that qualify as capital assets, and green income tax exemption for the company undertaking 
new green technology activities approved by GreenTech Malaysia. Fifth is depends on 
customer requirement and sixth is challenges and listening to the customer as a priority 
and start producing products. The result shows eight out of ten respondents were agreed 
towards this factor. One of the GreenTech respondent stated that:

“…Green IT generates an opportunity to an organisation especially for an 
organisation that produces products and services. GreenTech has produced and 
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Table 3
Summarize of environmental factor in Green IT adoption

Environment factor 
criteria Result from Public Company Result from Private Company

Reduce energy usage 
on hardware of IT

“After Green IT was adopted 
in KeTTHA, it can be seen that 
reduction around 60% to 70% of 
energy”
(Respondent from KeTTHA)

 “…As we can see, companies need 
IT equipment for business matters 
connected with the other individual 
or organisation. Besides, IT hardware 
such as a PC, printer, storage and 
other equipment contained hazardous 
materials which produced lots of 
carbon emissions. From there, the 
company starts to produce all the 
equipment and technology that suits 
the environment and people concern” 
(Respondent from IBM Malaysia)

Implementation of 
Cloud 

The measurement via Power Usage 
Efficiency (PUE) tools, it can be 
seen that previous conventional 
technology, the new generation 
facility has enabled energy savings 
of 61.79%  (KeTTHA and Green 
Computing Initiative,2012)

Preserve resource
Responsibility leading 
to climate changes 
and commits to reduce 
carbon footprint.
Adopting 
environmentally 
responsible 
Meet the global green 
standard

developed Green IT solution that calls as a thermodynamic solution by ourselves 
and we already commercialized to the external market. Therefore, today and the 
future, we have been moving forward by issuing standards, practices and provide 
advice to the European (EU) market”. 

A respondent from IBM Malaysia stated: 

“… IBM Malaysia has adopted Green IT as a company is a leading company 
which the core business is to provide IT products, design of worldwide data centre, 
relocation and other services since the establishment of the company. Thus, the 
adoption of Green IT is a big opportunity to meet the customer requirement at the 
same time support the global mission to reduce the carbon footprint”.
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Therefore, it is understood that when the organisation looking at the business 
opportunity side, organisations will see that the adoption of Green IT provides the best 
profit in end-to-end IT life. Moreover, through the offers by government sector such as 
financing loan, rebates, tax allowance, and other incentives, the organisation will be able to 
adopt Green IT as their initiative to face the challenges to meet the customer requirement 
and lastly fulfil the satisfaction from the products and services. Table 4 quotes the result.

Cost factor

First, initial costs of converting from conventional to Green IT technology is high, but 
reduction costs can be seen in the operational and provide a solid return to the business 
in the return of investment (ROI). This is supported by KeTTHA and Green Computing 
Initiative (2012) that Green IT adoption has reduced the overall expenditure of operating 
the public sector’s backend IT facilities which currently stands at RM 120 million annually, 
compared to previously where cost electricity is expected to rise sharply over the next few 
years, amidst the planned end of gas subsidies coupled with the ever-growing IT facilities 

Table 4
Summarize of business opportunity factor in Green IT adoption

Business opportunity 
factor criteria Result from Public Company Result from Private Company

Producing products and 
services which can be 
commercialize to the 
internal and external of 
Malaysia

 “…Green IT generates an opportunity 
to an organisation especially for an 
organisation that produces products 
and services. GreenTech has produced 
and developed Green IT solution 
that calls as a thermodynamic 
solution by ourselves and we already 
commercialized to the external market. 
Therefore, today and the future, we 
have been moving forward by issuing 
standards, practices and provide 
advice to the European (EU) market” 
(Respondent from GreenTech)

IBM Malaysia has adopted Green IT 
as a company is a leading company 
which the core business is to provide 
IT products, design of worldwide 
data centre, relocation and other 
services since the establishment of 
the company. Thus, the adoption 
of Green IT is a big opportunity to 
meet the customer requirement at 
the same time support the global 
mission to reduce the carbon 
footprint”. (Respondent from IBM 
Malaysia)

High demand
Government-strategic 
collaborative among the 
agencies

Offers other private 
companies rebate and 
incentive 

Customer requirement.
Customer as priority
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requirement, the amount that government should pay is RM619 million for 2020.  Second 
is reducing cost in term of energy consumption, human resources, and maintenance which 
decrease the cost up 30% on maintenance cost. Third, the adoption of Green IT will cut the 
workforce from 50 to only a few workers compared to conventional. Reduce the costs in 
terms of employment, equipment, expertise, salaries, and many others. Fourth, the public 
sector is more geared towards performance and service, but private is more concerned with 
performance and profit. 14 out of 14 agreed cost is one of the factors in adopting Green 
IT. One respondent from MAMPU claimed that:

“…The development of Green IT is consuming high cost. But it will reduce costs 
over a long period due to the cost of startup Green IT is quite high. However, 
saving energy consumption has been greatly reduced where KeTTHA has savings 
of RM7000 to RM8000 per month when compared with conventional”. 

One of the respondents from HP Malaysia believes that:

“…In the development of new technology especially green technology, it utilizes 
a lot of initial costs and I believed that cost factor is one of the reason company 
adopt Green IT due to the profit that will gain from the production of a green 
product that generates from an expensive price on the market”.

Based on the five organisations, it demonstrates that organisations believed converting 
to the Green IT requires high cost due to the certain high technologies with the green 
specification. Even though the cost of development is expensive, it proved that the 
development would help organisations toward efficiency, cost-saving, and increase the 
performance. However, as the private sector is looking for the profit, they believed that the 
adoption would show the impact based on the supporting of customers to their products. 
Thus, it shows that cost is a small issue to be compared with the return they obtain from 
the products and services. Table 5 quote the result.

As a conclusion, the result discussed above, shown that regulatory support factor and 
competitive pressure factor is not influence by the adoption of Green IT for the public and 
private sector. The reason is the respondents are not looking for regulatory and competitive 
in the adoption of Green IT. Plus, 11 out of 12 stated the regulatory support factor and 7 
out of 11 clarified competitive are not relevant to adopt Green IT. The results rendered 
to the environmental factor, cost factor, organisational factor, technological factor, and 
business opportunity factor. It is not denying that the government sector is more toward 
performances of service to the society without thinking of competition among each other, 
whereas this study found that competitive pressure among private sector is not valid due 
to small market in Malaysia.
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Table 5
Summarize of cost factor in Green IT adoption

Cost factor criteria Result from Public Company Result from Private Company

Initial costs is high but 
reduction costs can be seen 
in the operational 

"…The development of Green IT 
is consuming high cost. But it will 
reduce costs over a long period 
due to the cost of startup Green 
IT is quite high. However, saving 
energy consumption has been greatly 
reduced where KeTTHA has savings 
of RM7000 to RM8000 per month 
when compared with conventional" 
(Respondent from MAMPU) 

 “…In the development of new 
technology especially green 
technology, it utilizes a lot of initial 
costs and I believed that cost factor 
is one of the reason company adopt 
Green IT due to the profit that will 
gain from the production of a green 
product that generates from an 
expensive price on the market”. 
(Respondent from HP Malaysia)

Reduce cost of:
 energy consumption,
employment, equipment, 
expertise, salaries.
in public sector 
(performance and service)
in private sector 
(performance and profit)

The Proposed Framework in Implementing Green IT

Results from the first objective to identify rendered factors are environmental factor, cost 
factor, organisational factor, technological factor, and business opportunity factor. The 
results lead to the second objective in proposing a framework on the factors rendered 
in Green IT adoption. As this study is based on a deductive approach which using the 
theoretical framework to help organize and direct the data analysis, the researcher analysed 
the data based on the research questions and research objectives at the same time using 
the theoretical framework as a guideline. Figure 2 shows the Proposed Framework in 
implementing Green IT.

Figure 2. The proposed framework in implementing the Green IT

Factors rendered in Green IT adoption
F1: Technological Factor
F2: Organisational Factor
F3: Environmental Factor
F4: Business Opportunity Factor
F5: Cost Factor

Green IT Adoption
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Figure 2 shows significant in this study. This is related to the strategy to develop 
the proposed framework of Green IT adoption in Malaysia, starting from the literature 
review on the research objective. After the researcher gone through the literature reviews, 
the researcher constructed the theoretical framework which consists of seven factors of 
Green IT adoption as shown in Figure 1. Secondly, after the theoretical framework was 
constructed, the researcher collected the data through a semi-structured interview. The 
interviewer conducted to gain an in-depth understanding regarding the Green IT adoption 
at the same time to test the theoretical framework with five organisations that have their 
roles in the adoption of Green IT. Next, this study explained based on a deductive approach 
which using the theoretical framework to help organise and direct the data analysis, the 
researcher analysed the data using explanation building based on the research questions 
and research objectives at the same time using the theoretical framework as a guideline. 
Therefore, Figure 2 is an outcome of a theoretical framework that called a proposed 
framework which can be assisting policymaker, organisations such as public and private 
sector and other researchers to support Malaysia’s pledge to reduce its Greenhouse Gas 
(GHG) emission intensity of Gross Domestic Product (GDP) by up to 45% by 2030.  

CONCLUSION AND RECOMMENDATION

This study aims to identify the factors rendered in the Green IT adoption in Malaysia and 
examine the factors that drive the adoption of Green IT in Malaysia. First, there are seven 
factors rendered in Green IT adoption in Malaysia (Figure 1). Two models are applied (TOE 
and DOI) to investigate the factors rendered in Green IT adoption and how the Green IT 
technology diffused in the organisations. Second, through the semi-structured interview, 
the result shows that the regulatory support factor and competitive pressure factor is not 
influential in the adoption of Green IT in the public and private sector. The reason is the 
respondents are not looking for regulatory and competitive in the adoption of Green IT. 
The results are more focus on the environmental factor, cost factor, organisational factor, 
technological factor, and business opportunity factor (Figure 2). It is not denying that the 
government sector is more toward performances of service to the society without thinking 
of competition among each other, whereas this study found that competitive pressure among 
the private sector is not valid due to the small market in Malaysia. 

This study concluded that competitive pressure happens when it comes to market 
positioning and competitive pressure would not happen if the company is looking forward 
and focuses on the environmental responsibility to achieve the goal and improve the 
quality of business. In terms of the regulatory support factor, the researcher agreed that the 
respondents are not looking for the regulatory due Green IT in Malaysia is still new and 
the development of policy, regulation, enforcement is quite difficult. Thus, there are two 
parameters have been considered by the government body to encourage more organisation 
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to adopt Green IT which is surveying numbers of the organisation have been adopted 
Green IT and start to prepare the development of Green IT policy and its enforcement with 
concern on several elements that would win both sectors.

Nonetheless, there are several benefits to the proposed framework. The proposed 
framework will go to the policymaker as a policymaker is acting as a funnel to gather 
information through consultation, research and to reduce and extract from the information, 
policy or set of policies that serve to promote what is the preferred course of action. 
From the new framework that been proposed, the policymaker able to see that regulatory 
support factor is petty looking by the organisations as Green IT policy does not exist 
yet in Malaysia. From the Green IT policy development, policymaker will be able to 
stringent the enforcement to the organisations to adopt the Green IT. Besides, from the 
proposed framework, MAMPU, KeTTHA and GreenTech will be able to develop the 
Green IT strategies and Green IT agendas to ensure that the Green IT could improve the 
adoption and well-spread implementation among the public and private sector. They also 
need to strengthen the activities which will lead the organisation to attract to adopt Green 
IT. Moreover, the proposed framework also provides the benefit to all private company 
including IT producers or service providers as a guideline for them to produce, designing, 
manufacturing Green IT products. The proposed framework also significance to the other 
researchers who willing to conduct further research. The proposed framework can be a 
guideline and reference for the researchers to conduct the other renewable energy sources 
such as solar computing as an innovative suggestion to the organisation where this initiative 
has been developed and produced by the other countries such as solar photovoltaic keyboard 
as Malaysia market about the solar photovoltaic in still low development.
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ABSTRACT  

This study investigates the properties and potential application of Mg-PKS biochar 
composite for methylene blue solution (MB) adsorption. The Mg-PKS biochar composite 
was developed from palm kernel shell biochar via steam activation followed by MgSO4 
treatment and carbonization. The effect of process parameters such as solution pH (4-10), 
contact time (30-90 min) and adsorbent dosage (0.1-0.5 g) were investigated via central 
composite design, response surface methodology. Results revealed that the Mg-PKS 
biochar composite has irregular shapes pore structure from SEM analysis, a surface area of 
674 m2g-1 and average pore diameters of 7.2195 µm based on BET analysis. RSM results 
showed that the optimum adsorption of MB onto Mg-biochar composite was at pH 10, 
30 min contact time and 0.5 g/100 mL dosage with a removal efficiency of 98.50%. In 
conclusion, Mg treatment is a potential alternative to other expensive chemical treatment 
methods for biochar upgrading to the adsorbent.   

Keywords: Adsorption, magnesium treatment, 
methylene blue, palm kernel shell biochar, response 
surface methodology

INTRODUCTION

Methylene blue (MB) is a common basic 
dye applied in paper colouring, hair dye, 
cotton dyeing and others (Ba et al., 2020). 
Methylene blue was also studied for medical 
uses, including antimicrobial chemotherapy, 
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biomedical colouring for cell staining, phototherapy and cancer research (Sahu et al., 2020). 
However, exposure to MB at high concentration can affect human health, for example, 
difficulty in breathing, retching, nausea, gastritis, and diarrhoea (Sahu et al., 2020). At 
doses greater than 7.0 mg/kg, MB could cause high blood pressure, mental disorder, and 
abdominal pain (Albadarin et al., 2016). 

Adsorption, ion exchange, and precipitation are some of the approaches that always 
have been improved to extract dyes, including MB, from wastewaters (Karaer & Kaya, 
2016). Adsorption is the most preferred technique to remove organic contaminants from 
an aqueous solution as it has produced results with high removal capacity (Alene et al., 
2020). The effectiveness of the adsorption process is attributed to several factors related 
to the adsorbent used, for instance, large specific surface area, porous structure, enhanced 
functional groups and mineral components (Tan et al., 2015). 

Adsorption of MB using adsorbents derived from agricultural waste-based biochar has 
received considerable attention in previous studies due to its low raw material cost and good 
adsorption capacity (Niran et al., 2018; Kuang et al., 2020). Its utilization as an adsorbent 
also helps to solve the problems of agricultural waste management. Several researches 
have been carried out on the use of chemically modified biochar as an adsorbent for the 
removal of MB. For example, sulfuric acid-treated coconut leaves biochar (Jawad et al. 
2016), and phosphoric acid-treated PKS biochar (Niran et al., 2018) has been studied for 
MB adsorption from aqueous solution. Most previous studies focused on MB removal by 
acid/base treated biochar and rarely by minerals. 

At the same time, previous studies indicated that Mg treatment could effectively 
improve the biochar properties and adsorption capacities. Mg salts and their oxides have 
several advantages for biochar’s chemical treatment due to its low treatment cost, easy 
availability, and environmental soundness (Zhao et al., 2018). Mg salt which has a good 
dehydration ability could react with the carbohydrate polymers in biomass to maximize the 
release of volatile matter during pyrolysis. The process results in Mg-biochar composite 
with excellent porosity, which in turn, improves the adsorption properties (Shen et al., 
2018). Mg-biochar composite has been studied for the removal of phosphate (Jung & 
Ahn, 2015; Zhang et al., 2012), nitrate (Zhang et al., 2012), lead (Jellali et al., 2016), 
and levofloxacin (Zhao et al., 2018) from aqueous solution. However, there is currently 
no published information available on the applicability of Mg-PKS biochar composite 
to remove MB from an aqueous solution, especially concerning the removal efficiency 
and adsorption capacity. Considering the applicability of Mg biochars in treating several 
common pollutants in water, it is crucial to evaluate the potential application of Mg-PKS 
biochar composites for removing common dyes, such as MB, from wastewater. 

This paper reports the properties and application of Mg-PKS biochar composite derived 
from palm kernel shell (PKS) biochar for MB removal. In this work, Mg-PKS biochar 
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composite was developed via steam activation of PKS biochar, which was followed by Mg 
treatment and carbonization. The efficiency of Mg-PKS biochar composite for the removal 
of MB from aqueous solution was investigated. The effect of process factors such as pH, 
contact time and dosage via RSM were also determined.

MATERIALS AND METHOD

Preparation of Mg-PKS Biochar Composite

The PKS biochar used as a precursor for Mg-PKS biochar composite was prepared through 
fast carbonization via rotary kiln (800ºC, 10 min), followed by steam activation for 8 h. The 
biochar was washed with distilled water to eliminate impurities and dried before mineral 
treatment. PKS biochar (0.5 mm, 20 g) were soaked in 500 mL MgSO4.7H2O (30ºC, 60 h) 
(Zhao et al., 2018), vacuum filtered, and oven-dried (90ºC for 12 h). The Mg-PKS biochar 
composite was then carbonized (500ºC, 30 min) (Zhao et al., 2018). The resulting Mg-PKS 
biochar composite was cooled to room temperature, rinsed with distilled water to remove 
debris, and dried prior to use.

Adsorbent Characterization

The proximate analyses of biochar samples were conducted based on ASTM D3173, 
ASTM D3174, and ASTM D3175. The carbon, hydrogen, nitrogen, sulfur, and oxygen 
content of the adsorbent were determined using CHNS Elemental Analyzer (Thermofisher 
Scientific Flashmart, United States). The Brunauer–Emmett–Teller (BET) analysis of 
surface area and pore volume of adsorbents were determined using Surface Area Analyzer 
(Quantachrome® ASiQwinTM, United States) with nitrogen (N2) adsorption technique 
(Sartape et al., 2012). The functional groups of adsorbents were determined via Fourier 
Transform Infrared Spectroscopy (FTIR) (Thermo Nicolet Is10, United States) analysis.

Stock Solution Preparation

MB stock solution (Bendosen, Malaysia) was prepared by dissolving 1 g of MB in 1000 
ml distilled water to obtain 1000 ppm concentration (Fatiha & Belkacem, 2015). UV/Vis 
spectrophotometer (JASCO V-730, Japan) at a wavelength of 665 nm, was used to evaluate 
the concentration of MB. Calibration was conducted using various standard concentrations 
of MB solution (1, 2, 3, 4, 5, 6, and 7 ppm) (Hasbullah et al., 2014). The amount of MB 
absorbed at equilibrium, qe (mg/g), was calculated using Equation 1 (Gnanasundaram et 
al., 2017).

					     Equation 1
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Whereas the adsorption efficiency (%) of MB was calculated by using Equation 2 
(Gnanasundaram et al., 2017).

		  Equation 2

Where, 
C0	 = initial concentration of MB (mg/l)
Ce 	 = equilibrium concentration in liquid phase (mg/l)
V	 = volume of solution
W	 = mass of adsorbent

Adsorption Study via Response Surface Methodology (RSM) approach
Response surface methodology (RSM) with central composite design (CCD) was employed 
to optimize the MB removal parameters by Mg-PKS biochar composite. RSM was chosen 
as the statistical technique to verify the relationships between the independent parameters 
and their effect on the adsorption (Mousavi et al., 2017). CCD was applied to study the 
effects of pH (4-10), contact time (30-90 min) and adsorbent dosage (0.1-0.5 g) on the 
removal efficiency of MB by Mg-PKS biochar composite (Table 1). Each factor was ranged 
in terms of +1 and -1, signifying high and low levels, respectively. 

Table 1 
Experimental factors design using CCD

Parameters Units Low High
pH pH 4 10
Contact time min 30 90
Adsorbent dosage g 0.1 0.5

RESULTS AND DISCUSSION

Preparation of Mg-PKS Biochar Composite

The modification of PKS biochar was carried out to improve the adsorption capability 
of the biochar as an adsorbent. In this study, PKS biochar was chemically modified with 
magnesium sulfate. Scheme 1 displayed the proposed mechanism for the impregnation 
of Mg on biochar. 

The compound was formed during the modification process of biochars, where the 
biochars were soaked in magnesium sulphate. The Mg2+ from MgSO4 would bind or attract 
the negatively charged biochar, as shown in the equation as follows.  
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Mg is a positively charged compound as well as MB, thus, the repulsion between Mg 
and MB might happen. However, based on the SEM image of Mg-PKS biochar composite 
(Figure 1b), it can be observed that the Mg-treatment did not cover the whole biochar 
surface, thus leaving the negatively charged surface as it is, indicating that electrostatic 
interaction might occur between Mg-PKS biochar composite and MB. Cation exchange 
might also involve the adsorption of MB onto PKS biochar (Fan et al., 2016; Zhu et al., 
2015). MB is widely used as a standard reagent for cation exchange determination in soil 
(Zhu et al., 2015). Scheme 2 is the proposed mechanism of MB adsorption onto the surface 
of Mg PKS biochar.

Scheme 1. Proposed mechanism for modification of Mg-PKS biochar composite

Scheme 2. Proposed mechanism of the adsorption of MB onto the surface of Mg PKS biochar
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The occurrence of cation exchange during the adsorption of MB might occur when Mg 
compounds on the biochar surface are released and replaced with MB. The possibility of 
intraparticle diffusion and pore diffusion to occur is also higher during the adsorption of 
MB onto all chemically modified biochar (Fan et al., 2016; Mahmoudi et al., 2015). Surface 
complexation comprising a few functional groups such as –CH, –OH, –CO, and –COOH 
are inclined to be involved in MB binding onto the surface of biochar as well (Fan et al., 
2016). The aromatic structures of both biochar and MB could instigate π–π (pi) stacking 
interactions, causing MB to be readily adsorbed by biochar, facilitating the adsorption 
process (Wu et al., 2014).

Adsorbent Characterization

Ultimate and Proximate Analysis. Table 2 displays the element content of the Mg-PKS 
biochar composite for both ultimate and proximate analysis. The highest element content 
in the samples is carbon, followed by other elements like oxygen, hydrogen, nitrogen and 
sulfur. Carbon and oxygen can be regarded as significant elements in the samples, while 
hydrogen, nitrogen and sulfur are the minor elements since they are in low concentration 
(Liew et al., 2017). 

Table 2
Ultimate and proximate analysis for steam activated biochar and Mg-PKS biochar composite

Ultimate analysis Proximate analysis

Elements Steam activated 
biochar (%)

Mg-PKS biochar 
composite (%) Elements Steam activated 

biochar (%)
Mg-PKS biochar 
composite (%)

Carbon 70.37 62.81 Moisture 
content

10.81 19.28

Hydrogen 2.02 1.70 Ash content 26.62 28.48
Nitrogen 0.25 0.34 Volatile matter 45.90 14.26
Oxygen 26.78 32.72 Fixed carbon 11.84 37.97
Sulfur 0.57 2.43

High carbonization temperature enhances the carbon content of biochar, related to the 
aromatic part of the biochar (Wahi et al., 2015). Carbon content is an essential aspect of 
identifying valuable and excellent biochar (Mahmood et al., 2015). From Table 2, it can be 
observed that Mg-PKS biochar composite has a high fraction of carbon content of 62.81%. 
This biochar can be regarded as a promising biochar owing to the fact that its carbon content 
is higher than 60% (Mahmood et al., 2015). There is no significant change in nitrogen 
content since nitrogen functional groups cannot generate vaporized molecules, but they can 
produce complex substances (Fang et al., 2014). In terms of sulfur content, there is a high 
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possibility that sulfur was not detectable in raw PKS because the concentration discovered 
was below the lowest detection limit of the CHN analyzer (Liew et al., 2017). Mg-PKS 
biochar composite exhibits a negligibly low concentration of sulfur of 2.43%. The sulfur 
content might be derived from the sulfate of MgSO4.7H2O during the loading process. 

Mg-PKS biochar composite shows high moisture content (19.28%), which might 
be due to biochar being soaked in MgSO4.7H2O solution for 60 h. The reason might be 
caused by the washing process during the modification of the PKS biochar. Biomass with 
a moisture content of more than or equal to 40% is not deemed suitable for carbonization 
since the process will require more energy and time, which are not economically feasible 
(Tripathi et al., 2016). Ash content is incombustible minerals such as calcium, magnesium, 
phosphorus, sodium, potassium, and iron found in the biomass (Pinto et al., 2019; Patel & 
Gami, 2012). Mg-PKS biochar composite has an ash content of 28.48%, which is likely 
due to the addition of Mg minerals in the biochar (Zhao et al., 2018). 

Volatile matter contains flammable gases, namely methane, hydrogen, oxygen and 
carbon monoxide, and non-flammable gases (Sarkar, 2015). The volatile matter for the 
Mg-PKS biochar composite is 14.26%. High-volatile biochar combusts more readily than 
biochar with low volatile matter due to a high amount of combustible gases (Sarkar, 2015). 
The high temperature used during the carbonization process was responsible for the volatile 
matter to discharge from weaker bonds hence being released to the atmosphere (Antunes 
et al., 2017). Biochar with low residual volatile matter is a valuable characteristic of the 
biochar to act as an adsorbent. The chemical compounds that might be released by the 
remaining volatile matter in the biochar may react with reactants or products that are parts 
of any suitable chemical reaction and then produce side products or solely contaminate 
the products straight away (Lam et al., 2018). High release of volatile matter leads to the 
production of biochar with additional new pores, hence improving the surface area of the 
biochar (Liu et al., 2015; Wahi et al., 2015). 

Fixed carbon is the residue left in the biochar after devolatilization occurs, and subtracts 
moisture and ash content (Sarkar, 2015). It is fundamentally carbon comprises of oxygen, 
hydrogen, nitrogen and sulfur, which are in small quantity (Sarkar, 2015). The fixed carbon 
in the biochar has the possibility to develop the structure of carbons into pores, which further 
denotes the potential improvement of the adsorption sites of the biochar (Liew et al., 2017). 

SEM Analysis. SEM analysis was piloted to observe the external morphology and pores 
formation of steam activated PKS biochar and Mg-PKS biochar composite, as revealed 
in Figure 1a and b, respectively. The presence of pores can be seen clearly in the sample 
consisting of both small and large pores. The large pores could efficiently enhance many 
liquid-solid adsorption processes (Rout et al., 2016). Highly porous biochar has the benefit 
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of more adsorption of organic pollutants (Rout et al., 2016). Mg-PKS biochar composite 
displayed irregular-shaped pore structures, including a few notable particles that might be 
the chemicals. Mg component has been adequately coated on the biochar since the presence 
of Mg particles can be spotted on the surface of the biochar. The negatively charged surface 
of biochar attracted the positively charged Mg, thus facilitating the coating process onto 
the biochar’s surface (Rajapaksha et al., 2016). Figure 1 also provides energy dispersive 
spectroscopic (EDX) results that verify the presence of elements such as carbon (C), silicon 
(Si), magnesium (Mg), oxygen (O) and potassium (K) in both biochars. Figure 1a indicated 
that steam activated PKS biochar comprised of C, Si and K with a weight percentage 
of 98.32±0.23%, 0.56±0.08% and 1.12±0.13%, respectively. Whereas in Figure 1b, the 
EDX spectra proved the presence of Mg in the Mg-PKS biochar composite with a weight 
percentage of 1.52±0.09%. The presence of C, O and Si in biochar was also validated with 
weight percentages of 87.28±0.25%, 9.62±0.24% and 1.57±0.11%, respectively. Steam 
activated PKS biochar has average pore diameters of 1.80±0.32 µm while Mg-PKS biochar 
composite with average pore diameters of 7.2195±3.5404 µm. 

BET Analysis. The surface area and total pore volume of the Mg-PKS biochar composite 
were computed using the BET instrument. Surface area and pore volume are a few of 
the essential characteristics for carbon adsorbent, namely charcoal, activated carbon and 
biochar, to identify its adsorption capacity (He et al., 2018). The bigger the surface area, 
the better its adsorptive capacity (Liao et al., 2013). In the current study, the sample was 

Figure 1. SEM and EDX spectra images of (a) steam activated PKS biochar 2000x, (b) Mg-PKS biochar 
composite 2000×
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ground to the size of 0.50 mm. The results discovered that the surface area and total pore 
volume of steam activated PKS biochar are 592 m2g-1 and 0.353 cm3g-1. Table 3 displayed 
the comparison of surface area and total pore volume for raw PKS, PKS biochar and Mg-
PKS biochar composite.

Table 3
Surface area and total pore volume for raw PKS, PKS biochar and Mg-PKS biochar composite 

Sample Raw PKS PKS biochar Mg-PKS biochar composite
Surface area (m2g-1) 0.848 592 674
Total pore volume (cm3/g) 0.003 0.353 0.424

Chemical activation and high carbonization temperature affect the size of the surface 
area of biochar, which leads to the development of additional pores on the biochar (Antunes 
et al., 2017). Volatile matters discharged during carbonization assist the pore formation in 
the biochar structure (Antunes et al., 2017). In addition, steam explosion can also affect 
the size of the surface area of biochar, which can be observed in previous study where 
biochar derived from wheat, rice, and cotton straws displayed a large specific surface area 
(>180 m2/g) (Xue-jiao et al., 2019). The Mg-PKS biochar composite was able to show the 
highest surface area, which is 674 m2g-1. The plausible reason for the high surface area is 
the reaction between MgCl2, which has a good dehydration ability, and the carbohydrate 
polymers in biomass. The reaction increases the release of volatile matter and enables the 
creation of more pores during pyrolysis at high temperature (Shen et al., 2018). Shen et 
al. (2018) showed a similar result where MgO-treated corncob biochar (26.56 m2g-1) has 
a greater surface area than the surface area of corncob biochar which is 0.07 m2g-1. 

However, a few studies displayed different results where the surface area of Mg-
PKS biochar composite is smaller than the PKS biochar due to the accumulation of Mg 
elements on the surface of biochar (Fang et al., 2014; Riddle et al., 2019). Mg-PKS biochar 
composite made from PKS displayed a relatively large surface area compared to other 
feedstocks such as corncob and wood chips, where at least numerous of them are below 
< 500 m2g-1 (Shen et al., 2018; Zhao et al., 2018). The outcome shows that the chemical 
modification of PKS biochar has increased its surface area and adsorption capacity. Table 
4 presented the comparison of surface properties between Mg-PKS biochar composite and 
other chemically modified biochars. Mg-PKS biochar composite has the highest surface 
area (674 m2g-1) compared to other Mg biochars and other chemically modified biochars.

FTIR Analysis. The information on the existence of various surface functional groups of 
the samples is obtained by FTIR spectroscopy. The FTIR spectra of the Mg-PKS biochar 
composite are presented in Figure 2. The main characteristics that indicate cellulose, 
hemicellulose, and lignin in the PKS biochar are when the functional groups such as 
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C–O, C=O, C–H and O–H present in the spectra (Johari et al., 2016). The bands that are 
slightly shifted to a new one in biochar demonstrate that chemical exchanges transpired 
on the modified biochar surface (Komnitsas & Zaharaki, 2016).  The presence of strong 
and broad bands between 3200 and 3500 cm-1 could be deduced to the O–H stretching 
vibrations indicative of hydroxyl group and water adsorption by the samples (García et 
al., 2018). This peak range is also ascribed to the presence of crystalline cellulose (Liu 
& Han, 2015). From the Figure 2, the peaks at 3455.23 cm-1 and 3449.85 cm-1 ascribe to 
O–H stretching vibrations demonstrating the presence of chemical compounds like alcohol, 
phenol, or carboxylic acid (Liew et al., 2017). 

Table 4
Comparison of Mg-PKS biochar composite surface properties with other Mg treated biochars 

Biochar
Characteristics

Surface area 
(m2g-1)

Pore volume 
(cm3g-1) 

Total pore 
diameters (µm) Reference 

Mg-PKS biochar composite 674 0.424 7.22±3.54 Present study
MgO-treated corncob biochar 26.56 – – Shen at al. (2018)
Mg modified biochar 490.294 – – Fang et al. (2014)
MgO-impregnated wood chips 
biochar

225 – – Zhao et al. (2018)

Mg-treated carrot biochar 12.65 0.0133 0.0042 Carvalho et al. (2019)
Mg-impregnated biochar 66.1 – – Riddle et al., (2019)

Figure 2. FTIR spectra for steam activated PKS biochar and Mg-PKS biochar composite
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A series of peaks at 800–400 cm-1 in the case of Mg-PKS biochar composite can be 
credited to Mg–O and O–Mg–O, which suggests the presence of Mg oxyhydroxides (Zhao 
et al., 2018). The peaks of the Mg-PKS biochar composite imply that magnesium particles 
do not influence the structure of functional groups in Mg-PKS biochar composite (Fang 
et al., 2014). Additional OH groups were produced on Mg-PKS biochar composite, which 
may be responsible for the adsorption ability of biochar (Zhao et al., 2018). The bands at 
around 600 cm−1 in all samples can also be assigned to C–H bending vibrations in aromatic 
compounds (Komnitsas & Zaharaki, 2016).

The peaks at 1646.50 and 1646.46 cm-1 can be consigned to carbon species in the form 
of C=C stretching vibration, suggesting the presence of aromatic and alkene compounds in 
the samples (Liew et al., 2017; Rugayah et al., 2014). Similarly, according to Jindo et al. 
(2014), the peaks between 1650 cm-1 and 1620 cm-1 may also denote the presence of C=C 
stretching vibration indicative of the aromatics group, which appears for all samples. On the 
contrary, Johari et al. (2016) proposed that the peaks around ~1600 cm-1 can be attributed to 
C–O or C=O stretching vibration corresponding to functional groups like alcohols, esters, 
ether, and carboxylic acid.  Correspondingly, García et al. (2018) also agreed that the band 
around 1625 cm-1 signifies the presence of C=O deformation of aldehydes, ketones, and 
carboxyl groups. Notably, the C–H (–CH2 and –CH3) bending vibrations at the peaks ranged 
from 1407.81 to 1388.26 cm-1 in all samples, possibly indicate the presence of alkanes 
components. The peaks around ~2350 cm-1 represent strong O=C=O stretching vibrations 
in all biochar samples, showing carbon dioxide (Komnitsas & Zaharaki, 2016). Table 5 
summarized the peaks obtained in this study.

Table 5
Summary of the peaks obtained from FTIR spectra 

Wavenumber 
(cm-1) Assignments

Wavenumber of samples (cm-1)
Steam activated 

PKS biochar
Mg-PKS biochar 

composite
3500–3200 O–H stretching indicative of alcohol, phenol or 

carboxylic acid
3449.85 3455.23

~2350 CO2 stretching 2362.26 2381.62
1700–1600 C=O or C=C stretching in aromatic ring or 

alkenes
1646.50 1646.46

1500–1300 C–H (CH2 and CH3) bending in alkanes 1389.21 1390.22
900–600 C–H bending vibrations in aromatic compounds 672.03 605.57
800–400 Mg–O and O–Mg–O – 605.57

Adsorption Study via the RSM approach
MB removal via adsorption by Mg-PKS biochar composite to determine the independent 
parameters, namely pH (factor A), contact time (factor B), and adsorbent dosage (factor 
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C), with their effect on removal of MB. Mg-PKS biochar composite is chosen for the 
optimization study because it showed the highest MB removal percentage compared to 
other biochar. Optimization of MB adsorption study was finalized using central composite 
design (CCD), a sub-program of RSM, through Design-Expert (version 12.0) software. The 
response can be associated with the operating parameters by linear or quadratic models 
(Ozturk & Sahan, 2015). Seventeen experimental runs were carried out to develop the 
correlation between the functional variables of Mg-PKS biochar composite to the removal 
of MB from an aqueous solution. The parameters used in this study are pH (4−10), contact 
time (30−90 min) and adsorbent dosage (0.1−0.5 g), as well as their response (percentage 
MB removal efficiency).

Based on Table 6, MB removal efficiency by Mg-PKS biochar composite ranged 
between 59.44% and 98.50%. Run 6 has the highest MB removal efficiency, 98.50%, 
operated at pH 10, contact time of 30 min and adsorbent dosage of 0.5 g. Simultaneously, 
Run 1 displayed the lowest removal efficiency of MB of 59.44% with an adsorbent dosage 
of 0.1 g, a contact time of 30 min and pH 4. MB reached equilibrium after 30 min based on 
the experimental data for the lowest and highest removal efficiency of MB. This result is 
supported by a few types of research that also recommended the sufficient time taken for 
removal of MB to attain equilibrium is 30 min (Bendaho et al., 2015; Ocholi et al., 2016; 

Table 6 
Experimental factors and response for MB removal by Mg-PKS biochar composite

Parameters Mg-PKS biochar composite

Run pH Time (min) Dosage (g) Actual MB removal 
efficiency (%)

Predicted MB removal 
efficiency (%)

1 4 30 0.1 59.44 58.96
2 10 30 0.1 91.03 92.00
3 4 90 0.1 86.10 83.95
4 10 90 0.1 85.31 85.27
5 4 30 0.5 79.83 79.70
6 10 30 0.5 98.50 100.48
7 4 90 0.5 88.57 87.44
8 10 90 0.5 76.17 76.49
9 4 60 0.3 75.72 79.61
10 10 60 0.3 93.88 90.65
11 7 30 0.3 75.06 72.72
12 7 90 0.3 70.23 73.23
13 7 60 0.1 87.54 89.24
14 7 60 0.5 96.27 95.23
15 7 60 0.3 87.16 83.65
16 7 60 0.3 88.20 83.65
17 7 60 0.3 76.93 83.65
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Tang et al., 2017). The highest (Run 6) and the second highest (Run 14) percentage MB 
removal have the adsorbent dosage of 0.5 g, whereas the lowest (Run 1) and the second 
lowest (Run 12) percentage MB removal with an adsorbent dosage of 0.1 g and 0.3 g, 
respectively. The removal of MB amplified as the adsorbent dosage increased. It might 
be due to the improved availability of the adsorption sites and surfaces of the adsorbents 
(Pathania et al., 2017). 

Run 6 has a pH of 10, indicative of alkaline solution, while Run 1 has a pH of 4, 
signifying that the solution system is acidic. Alteration of pH value can enhance the 
adsorption process (Guarín et al., 2018). When pH condition is low (acidic), there is an 
electrostatic repulsion between hydrogen ions, magnesium ions and the positively charged 
MB ions on the biochar surface, thus restricting the adsorption process of MB on the 
negatively charged adsorbent (Marrakchi et al., 2017; Pandimurugan & Thambidurai, 
2016; Pang et al., 2017). At high pH conditions (alkali), deprotonation took place on the 
biochar surface, causing the surface to become negatively charged, assisting the adsorption 
of MB (Guarín et al., 2018). Hence, it is recommended to conduct adsorption of MB at a 
pH value of 10.

Design-Expert software provided a few statistical tables such as linear, two-factor 
interaction (2F1), quadratic and cubic polynomials to classify the suitable model to describe 
the relationships between the parameters and the responses for the adsorption study (Stat 
Ease, 2019). The present study found that the quadratic model fits the data as the software 
suggested it since the model has the highest R2, adjusted R2 and predicted R2, which are 
0.9186, 0.8139 and 0.6531, respectively, as compared to other models. The multiple 
correlation coefficient, R2, nearer to 1, indicates a better correlation between experimental 
and predicted values (Thakkar & Saraf, 2014). The equations of the quadratic model are 
as follows (Equation 3):

MB removal efficiency (%) =83.65 + 5.52A + 0.2520B + 2.99C ─ 7.93AB ─ 3.07AC 
─ 4.32BC + 1.4.8A2 ─ 10.68B2 + 8.58C2			   Equation 3

A, B and C represent pH of a solution, contact time and adsorbent dosage, respectively. 
The coefficient with one factor illustrates the effects of the variable itself, whereas the 
coefficient with two factors demonstrates the effect of the interaction between two factors 
(Wahi et al., 2014). Furthermore, the coefficient with the power of two represents the effect 
of quadratic factors. The negative signs denote the antagonistic effect, and the positive 
signs display synergistic effects (Wahi et al., 2014). 

Figure 3 revealed the predicted versus actual plot of MB removal efficiency for Mg-PKS 
biochar composite. Based on the Figure 3, the scheme presented an excellent capability of 
the developed quadratic model, which fit all the experimental results due to the apparent 
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model equation between pH value, contact time and adsorbent dosage, as displayed in 
Table 7. ANOVA is summarized by presenting the sum and mean of squares for each factor, 
degree of freedoms, F-values, and p-values. The significance of the quadratic model is 
analyzed by using F-test ANOVA. The model with the F-value of 8.78 showed that the 
model is significant. There is only a 0.46% possibility that this large F-value could ensue 
because of noise. When the F-value of the factor is getting larger, its effect on the response 
will also become greater (Kim, 2014). Prob > F or p-values less than 0.05 signify that 

Figure 3. Predicted vs actual removal efficiency of 
MB using Mg-PKS biochar composite

R2 = 0.9186
Adjusted R2 = 0.8139
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small distances between the cluster of points 
and the diagonal line. Ideally, all the points 
are reasonably near the diagonal line, which 
can be observed from the Figure 3. When 
the actual removal efficiency is 59.44%, the 
predicted value should be considered close 
to the real value, 58.96%.

Design-Expert software can also be 
applied to evaluate the statistical analyses 
to visualize the effects of the selected 
parameters on the Mg-PKS biochar 
composite adsorption capacity. Analysis 
of variance (ANOVA) is utilized to assess 
the numerical significance of the quadratic 

Table 7
ANOVA results of the regression model for the optimization of MB adsorption by Mg-PKS biochar composite

Source Sum of 
Squares

Degree of 
Freedom

Mean 
Square F-value p-value

Prob>F
Model 1503.20 9 167.02 8.78 0.0046 significant
A-pH 305.04 1 305.04 16.03 0.0052
B-Time 0.64 1 0.64 0.03 0.8602
C-Dosage 89.52 1 89.52 4.70 0.0667
AB 503.24 1 503.24 26.44 0.0013
AC 75.22 1 75.22 3.95 0.0871
BC 149.04 1 149.04 7.83 0.0266
A² 5.85 1 5.85 0.31 0.5967
B² 305.48 1 305.48 16.05 0.0051
C² 197.33 1 197.33 10.37 0.0147
Residual 133.22 7 19.03
Lack of Fit 55.64 5 11.13 0.29 0.8873 not significant
Pure Error 77.582 2 38.79
Correlation Total 1636.42 16
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the model terms used are significant (Thakkar & Saraf, 2014; Wahi et al., 2014). In this 
study, factors A, AB, BC, B2 and C2 are regarded as significant model terms. The ‘lack of 
fit F-value’ of 0.29 denotes the lack of fit value is insignificant relative to the pure error. 
There is an 88.73% probability that this massive ‘lack of fit F-value’ could happen because 
of noise. Non-significant lack of fit is compulsory for the model to fit.

In the present work, the pH value of the solution attained the highest F-value (16.03) 
amongst contact time (0.03) and adsorbent dosage (4.70), with a p-value of 0.0052 (less 
than 0.05), indicating that pH factor has substantial influence in the removal of MB by 
Mg-PKS biochar composite. The interaction between the effects of pH and time (AB) 
obtained a high F-value of 26.44 and p-value of 0.0013 as well as the effects of time and 
dosage (BC) (F-value of 7.83; p-value of 0.0266), proving that the respective interactions 
give a significant result on the responses whereas AC (F-value of 3.95; p-value of 0.0871) 
has fewer notable effects. The quadratic function of the effect of contact time (B2) and 
adsorbent dosage (C2) with high F-values of 16.05 and 10.37, respectively, have a better 
remarkable effect as compared to the effect of pH (A2) with a lower F-value of 0.31.

Three-dimensional response surface graphs that are disclosed in Figure 4a-c describe 
the behaviour of the combined effects of various parameters on MB removal efficiency.  
Figure 4 shows, 3D response surface graph and contour plot, are showing the effect of 
(a) pH and time, (b) time and adsorbent dosage, and (c) pH and adsorbent dosage on MB 
removal efficiency by Mg-PKS biochar composite.  

Figure 4a showed that shorter contact time is needed as the pH value increased to 
achieve the highest MB removal efficiency onto Mg-PKS biochar composite. It is observed 
that the combination of pH 10 and contact time of 30 min with a fixed adsorbent dosage 
of 0.5 g gave the highest removal of 98.50%. Figure 4b described that adsorption took 
about 30 min to reach equilibrium with 0.5 g as adsorbent dosage. In contrast, Figure 4c 
revealed that when the combination of adsorbent dosage and pH conditions increased, 
high removal efficiency could be attained. The red regions on the graph plots indicate the 
highest removal of MB based on different parameters. The blue areas on the plots visualize 
the lowest removal efficiency of MB by Mg-PKS biochar composite. The optimization 
analysis recommends using a pH value of 10, contact time of 30 min, and adsorbent dosage 
of 0.5 g to achieve 100% MB removal. The result is comparable with previous study 
whereby the optimized pH value was obtained at pH 9.5 and dosage of 0.6 g by using 
maple biochar (Allouss et al., 2019). Another study using cellulose-based beads mentioned 
that maximum adsorption capacity for MB was obtained at higher pH (9–10) (Choi et 
al., 2020). However, Mousavi et al. (2017) showed that the best maximum adsorption 
was found to be at pH 3, a dosage of 0.2 g/L with a contact time of 10 min. This result is 
the opposite of the current study, probably due to the type of adsorbent used, which is N. 
microphyllum activated carbon.



1466 Pertanika J. Sci. & Technol. 29 (3): 1451 - 1473 (2021)

Nur Hanani Hasana, Rafeah Wahi, Yusralina Yusof and Nabisab Mujawar Mubarak

Validation Experiment

The factors affecting the removal performance of MB by Mg PKS biochar were attained 
via Design-Expert software: The optimum combination of pH, contact time and adsorbent 
dosage suggested by the software were 8.72, 54.07 min and 0.2828 g, respectively. Based 
on the RSM analysis, the predicted removal efficiency was 87.62%. Validation experiments 
were conducted under the optimum parameters of pH 8.5, contact time of 55 min and 
dosage of 0.3 g. Table 8 is the results of validation experiments.

From the Table 8, the actual experimental MB removal efficiency was found to be 
84.97%. The percentage deviation from the predicted value was 3.02%, which means the 
error is small (Zhou et al., 2019). Thus, it can be concluded that the RSM model could 
predict the removal efficiency of MB by Mg-PKS biochar.

Figure 4. 3D response surface graph and contour plot showing the effect of (a) pH and time, (b) time and 
adsorbent dosage, and (c) pH and adsorbent dosage on MB removal efficiency by Mg-PKS biochar composite 

(a) (b)

(c)



1467Pertanika J. Sci. & Technol. 29 (3): 1451 - 1473 (2021)

Mg-Biochar for Methylene Blue Removal

Biochar Properties Comparison

Table 9 shows the comparison of the properties between steam activated PKS biochar and 
Mg-PKS biochar. Based on the characterization of both biochars, Mg-PKS biochar has 
a larger surface area of 674 m2g-1 compared to steam activated PKS biochar (592 m2g-1). 
Mg-PKS biochar also has a larger total pore volume of 0.424 cm3g-1 than the total pore 
volume of steam activated PKS biochar, which is 0.353 cm3g-1. Both biochars contained 
high carbon content. The carbon in the biochar can develop the carbons’ structures into 
pores, indicating the potential enhancement of the sorption sites on the surface of the 
biochar (Liew et al., 2017). Mg-PKS biochar is porous as the adsorbent displayed high 
adsorption capacity. O-H groups are present in both biochars (Figure 2). However, Mg-PKS 
biochar composite managed to generate extra O-H groups, which facilitate the adsorption 
ability of Mg-PKS biochar (Zhao et al., 2018). The band spectra that representing the O-H 
group shifted to higher wavenumbers because of the increase in the interactions between 
the hydroxyl group of the biochar and MB (Komnitsas & Zaharaki, 2016). Adsorption of 
contaminants from aqueous solution by adsorbents is caused by chemical interactions such 
as electrostatic interaction, cation exchange and surface precipitation (Sizmur et al., 2017).

Table 9
Comparison of the properties between steam activated PKS biochar and Mg-PKS biochar

Properties Steam activated PKS biochar Mg-PKS biochar
Specific surface area 592 m2g-1 674 m2g-1

Pore volume 0.353 cm3g-1 0.424 cm3g-1

Organic matter 70.37% 62.81%
Porosity - Porous
Functional groups O-H present Extra O-H generated
Adsorption - Higher adsorption capacity

CONCLUSION
Mg-biochar composite developed from PKS biochar exhibits excellent adsorbent properties 
and high removal efficiency for MB in an aqueous solution. The Mg-PKS biochar composite 
has irregular shape pore structure, a surface area of 674 m2g-1 and average pore diameters 

Table 8
Validation experiment results under optimum parameters

Parameters Mg-PKS biochar composite

Run pH Time (min) Dosage (g) Experimental MB removal 
efficiency (%)

Predicted MB removal 
efficiency (%)

1 8.5 55 0.3 84.97 87.62
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of 7.2195 µm. The optimum removal of MB onto Mg-PKS biochar composite was at pH 
10, 30 min contact time and 0.5 g/100 mL dosage with a removal efficiency of 98.50%. 
This study suggests the potential application of Mg treatment as an alternative to other 
chemical treatment for biochar upgrading to adsorbent for removing MB from water bodies. 
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ABSTRACT

The beach in Semarang’s city has a variety of uniqueness with a variety of types and 
potential. The beach located on the north coast of Semarang city has various characteristics 
and strengths, and weaknesses. In overcoming differences in management and avoiding 
misunderstandings between governments, it prioritizes managing the coastal location. 
At least four integrated coastal management sub-systems consist of Human Resources 
Management, Accessibility, Beach Location Infrastructure, and Management Policies. 
This research was conducted from April 2020 until August 2020, to determine the 
most appropriate alternative strategy to be chosen and implemented in coastal location 
management. Study analysis with an Analytical Hierarchy Process-AHP analytical 
technique use with Application R - Open sources. The integrated coastal area management 
can as the most appropriate coastal location management strategy to implement the current 
situation and future planning. Alternative methods planned for use are the Availability of 
a Security Guard, Ease of Access with Signage, Parking Lots, and Rule or regulations 
to an Integrated Location. The study results stated that the best strategy is management 
collaboration in the form of interrelated rules.

Keywords: Analytical hierarchy process, coastal, management strategy, policy

INTRODUCTION

As a strategic port city, Semarang has natural 
resources offered to the city government 
for the central government to continue as 
an attractive new magnet. History begins in 
the 8th century AD, namely a coastal area 
called Pragota (now Bergota) and was part 
of the ancient Mataram kingdom. At that 
time, the area was a port and in front of it 
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was a cluster of small islands. As a result of the deposition, which is still ongoing, these 
clusters are now coalesced to form the land.

According to regional governance, the definition of regional autonomy is the rights, 
authorities, and obligations of the autonomous region to regulate and manage government 
affairs and the interests of regional communities in the system of the Unitary State of the 
Republic of Indonesia. The beach tourism sector plays an important role in realizing the 
welfare needs of the community through recreation and travel and increasing state income 
to realize people’s welfare. The beach tourism sector is a sector that can develop as a source 
of regional income.

The role of the city government in developing the existing and untapped beach tourism 
potential. Semarang City must be able to compete with other cities as a tourist destination, 
not only as a transit city but also as a national and international tourist destination. Other 
benefits obtained at once are the opening of job opportunities for the community, an increase 
in the beach tourism industry sector, and an increase in local revenue. The city government 
has made no effort to produce positive results, but the management of the coastal beach 
tourism sector is still considered inadequate compared to other regions. The community 
still lacks information about tourist objects and the lack of public facilities to support beach 
tourism activities. There are still many conditions for damaged and unkempt tourist objects 
and beach tourism preservation activities or events that are still less varied.

Broadly speaking, the role of government in beach tourism development is to provide 
infrastructure (not only in physical form), expand various forms of facilities, coordinate 
activities between government and private officials, regulation, and general promotion 
abroad. However, it also needs input from academia as part of development. The criticism 
and suggestions from this journal are to build a coastal beach tourism area with several 
recommendations to do at this time.

LITERATURE REVIEW

Coastal resources provide various environmental products and services that support 
various living needs and various economic activities. The potential of coastal recreation 
can give hope for the adequacy of the financial needs of people’s lives, especially those 
living around the coast. The most formidable challenge is that the Semarang coastline’s 
length occurs by jutting into the sea with significant changes every year (Bott & Braun, 
2019; Fithor et al., 2013). 

Under the spatial planning and governance in the Semarang city government 
environment, Semarang’s northern coastal area is worth making new beach tourism a 
magnet to increase tourists’ number. The choices of resources become an essential matter 
that influences the direction of utilization. It means that utilizing the type of resources might 
require shifting to be raised into a new attraction (Brand & Spencer, 2019; Liu et al., 2019). 
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The requirements for developing a beach tourism location are human resources, access 
roads, infrastructure for coastal zones, and management policy (Wever et al., 2012). The 
management policy continues to develop the beach tourism area to support management 
wisely. The beach location can benefit Semarang as a provider of alternative beach tourism 
at affordable prices and bring a new attraction for beach tourism (Lithgow et al., 2019).

Various studies have multiple systems in life; decision-making considers providing 
a better perception and a more systematic approach in this study area. Decision-making 
can do in the field of human resources and management. Decision-making and selection 
processes become increasingly technical and automatically calculate the qualifications and 
rankings of alternative individuals by eliminating or minimizing the subjectivity of the 
decisions indicated (Artiningsih et al., 2016; Buchori et al., 2018).

Sholeh and Farid (2021) presented shared beach tourism that can be solved using an 
analytic hierarchy process analysis discussed in a more depth manner that has been proven 
very efficient in selecting and ranking processes. Thus, it uses as a calculation means in 
this study. 

The maritime beach tourism sector is inseparable from the community and local 
government’s participation as a regulator. This role can implement in various forms of the 
beach tourism service business. The existence of the potential of these natural attractions 
cannot develop optimally. This condition has become a valuable component, including 
ecosystems, communities, and socioeconomic risks under pressure from marine dynamics 
(Liu et al., 2019). 

Various studies conducted but reviving the atmosphere of beach tourism locations’ 
novelty seems not to have been studied yet. New attractions in management can be a 
management challenge. Marina Beach has now managed in a mature and integrated manner 
is the only coastal area managed directly by the Semarang City Government. However, the 
government has not managed other beaches, such as Maron, Tirang, Baruna, and Cipta. 
Therefore, the private sector’s role can take over one or several coastal locations as an offer 
from the city government to the private sector, for there are many locations that might be 
new attractions in Semarang (Nurhidayah & McIlgorm, 2019).

This study recommends wise management to build strategic locations to be new 
attractions to create a unique atmosphere and the latest offers to several beach tourism 
sectors in Semarang. Smart management requirements include 1) the principle of 
expediency to the leading industry and 2) Urban development policies equally developed 
indiscriminately. 

MATERIALS AND METHODS

This study was conducted in the coastal area of Semarang City precisely as in the following 
map; namely several legendary beaches in the city of Semarang (Figure 1) (Sunaryo et al., 
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2018). Good management can produce some visitors who can increase the beach tourism 
area, besides non-natural beach tourism in Semarang (Solihin et al., 2020).

This study is an evaluation made as a prospect of better utilization and management, 
especially in the area’s control to better policies and provision of other coastal regions 
considered necessary for educational beach tourism.

This method uses a boxplot reading in the image to see the distribution of data where 
the maximum value, minimum value, quartile 1, 2, and 3, and extreme data will be visible. 
The advantage is that this application is open source and free of charge, complete output 
with visualization, and much of its use comes from the internet network. The weakness is 
that it is difficult for the ordinary person to do.

Data Collection Method

Data collected includes the average and characteristics of the tourist destination, including 
the number of samples divided into informants, the city government, the private sector, 
and visitors or tourists.

Figure 1. Research location
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Types and Data Sources 

Primary data is data taken directly from the source that is a research object. The research 
item in materials and terms determines the best choice for having recreation (Dube et al., 
2021). Secondary data is data taken indirectly from the source. In this final report, secondary 
data obtained from library books, scientific journals, papers, theses, and searching for 
information from the internet, which serves as the theoretical basis and complementary 
primary data, besides Table 1 below.

Table 1 
Pairwise comparison scale

Intensity of Importance Definition
1 The equal importance of both elements
3 Weak importance of one element over another
5 The essential or vital essence of one aspect over another
7 Demonstrated importance of one factor over another
9 The absolute volume of a component over another

2,4,6,8 Intermediate values between two adjacent judgments

Method of Collecting Data 

Rstudio is an IDE (integrated development environment) of the R programming language 
(Zheng et al., 2020). Steps to enter data into Rstudio:

1.	 Create a New Project in Rstudio, select a directory (e.g., E), then type the project 
name.

2.	 Insert the excel file into the same folder as the Rstudio project.
3.	 Import data directly using the ‘import data’ feature. Or you can type the code 

-library (readxl) - beach <- read_excel (“Pantai.xlsx”, sheet = “according to which 
sheet will be analyzed”)

4.	 Make sure you have installed the readxl packages; if not, you can type the code.
install.packages (“readxl”). 

5.	 Make sure you are connected to the Internet when installing packages.

Criteria and Alternative Assessment 

A scale of 1 to 9 is the best in expressing opinions on various issues. In this AHP, alternative 
assessment can do by the direct method (direct), the method used to enter quantitative data 
(Sholeh & Farid, 2021). Considerations for pairwise comparisons to gain overall importance 
through the following stages, besides in Table 2 below. 
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Table 2
The framework of the value evaluation and follow-up of the indicators

Indicator Criteria
A1. Security officer availability
A2. Customer service availability Human Resources (A)
A3. Cleaning service availability
A4. Entrance ticket availability
B1. Easy access for private vehicles
B2. Easy access to public transportation Accessibility (B)
B3. Ease of access with signage
B4. Ease of access with expressway and railroad
C1. Parking lot
C2. Swimming pool Infrastructure ( C)
C3. Kids garden
C4. Jogging track
D1. Rules or regulations related to studying tour groups
D2. Rules or regulation related to tourist-specific locations Policy (D)
D3. Rules or regulation related to an integrated location
D4. Rules or regulation related to management authority

RESULTS

This study found both government and private sector made similar evaluations. There was 
the role of visitors but only a little in terms of enjoying beach tourism objects. It should 
underline that Indonesia’s policy manager always experiences a deadlock in management 
that often overlaps. 

Figure 2. Boxplot RStudio for human resources - A
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In Figure 2, the boxplot shows that A1 criterion has the highest proportion of weight 
compared to other criteria. The boxplot position of each criterion follows the calculation 
of the weight proportion that has previously to obtain. The average CR is 0.075.

Based on the priority value, in the A1 boxplot, the image shows a priority weight 
of 44.87%, and below, the square image already represents, it can determine that the A1 
criterion can select as a priority in making decisions—security guard – A1 needs for beach 
tourism object in Semarang. The moral responsibility of residents is still very lacking in 
terms of maintaining cleanliness. It has become the residents’ bad habit. Convenience and 
some attractions affect several beaches, with moderate category values in management 
(Abbasi-Moud et al., 2021). 

In Figure 3, the boxplot shows that the B3 criterion has the highest proportion of weight 
compared to other criteria. The boxplot position of each criterion follows the calculation 
of the weight proportion that has previously to obtain. The average CR is 0.107.

Nurhidayah and McIlgorm (2019) ease access to signage is essential in collaboration 
with residents around the beach by placing object choices in Semarang’s society. In the B3 
boxplot, the image shows a priority weight of 52.88%, and below, the square image already 
represents. Existing policies from the past few years need to be evaluated and improved 
according to the existing access. Analysis of tourist visits is required to manage without 
building new locations (Abbasi-Moud et al., 2021). 

In Figure 4, the boxplot shows that the C1 criterion has the highest proportion of weight 
compared to other criteria. The boxplot position of each criterion follows the calculation 
of the weight proportion that has previously to obtain. The average CR is 0.144.

In the C1 boxplot, the image shows a priority weight of 43.75%, and below, the square 
image already represents. Furthermore, economic value is uncertain, but the government’s 

Figure 3. Boxplot RStudio for accessibility – B
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relationship should raise economic value rather than regional expenditure income (Sunaryo 
et al., 2018). Just a Parking lot is undoubtedly an absolute beach tourism undertaking with 
third parties. It makes managers focus on beach tourism vehicles’ security, provide entry 
tickets for treatment (not anyone who can manage it), and convenience in the tourist sites. 

In Figure 5, the boxplot shows that the D3 criterion has the highest proportion of weight 
compared to other criteria. The boxplot position of each criterion follows the calculation 
of the weight proportion that has previously to obtain. The average CR is 0.2.

Figure 4. Boxplot RStudio for infrastructure – C 

Figure 5. Boxplot RStudio For policy - D
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In the D3 boxplot, the image shows a priority weight of 53.66%, and below, the 
square image already represents (Antunes do Carmo, 2019). The construction of the sea 
highway on the city’s north coast has become a chance for the residents to make it easy 
to bring in tourists from outside Semarang (Artiningsih et al., 2016). The interview with 
the respondents, especially with the city leaders, might evaluate several beaches’ current 
management concept, whether they are still following their land. New policies on the 
priority scale become a vital object to avoid misunderstandings (Aznar, 2021). 

DISCUSSION

This study resulted in a new strategy in terms of beach recreation management. Instead of 
strengthening cooperation between individuals, prioritizing a new system might be better 
instead. The designs provide security personnel, free access to the coast supported by 
highways and railroads, plan parking lots and prioritize integrated management policies. 

Those strategies expect to be a new strategy for refreshing the Semarang city 
government. Therefore, cross-sectoral cooperation is needed with one of the manifestations 
to divert the management of beach tourism areas in some of these beach locations belonging 
to the Semarang city government. Hopefully, this strategy also can be adapted to other 
beaches. The city government takes the following steps in implementing the following 
strategies.

Planning

Strategic planning that schedules development activities, all programs that support and 
create good community services, including efforts to improve the performance and capacity 
of the bureaucracy, management systems and utilization of information technology with 
policies directed at increasing tourist visits, improving the management of objects and 
beach tourism partnerships in the form of 1). Improve the performance of the apparatus; 
2). Increasing the quality and quantity of beach tourism destinations; 3). Increase the 
number of foreign and domestic tourist visits; 4). Improve the facilities and infrastructure 
and event; 5). Increase the professionalism of human beach tourism resources (Sholeh & 
Farid, 2021; Solihin et al., 2020).

Organizing

The findings show that city governments have limited human resources in carrying out 
their duties and functions. The ability to exist human resources is not optimal because not 
all of them know about beach tourism (Bott & Braun, 2019).
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Program Implementation and Implementation 

The field’s findings reveal that having human resources who do not have an educational 
background in the beach tourism sector makes it difficult to optimize performance, while 
the beach tourism sector is a complex field (Dube et al., 2021; Sholeh & Farid, 2021).

Findings in the field the implementation of strategies to improve the quality and quantity 
of beach tourism destinations is carried out by developing existing tourist destinations and 
searching for and exploring undiscovered potential beach tourism objects to become new 
tourist attractions. However, the implementation has not been optimal, as evidenced by 
the disappointment felt by tourists and business actors with the condition of facilities and 
access to several beach beach tourism attractions—the process of determining/developing 
a long attraction and the attitude of indigenous people.

The implementation of the strategy to increase the number of foreign and local 
tourist visits by adding several tourist attractions in various tourist objects and significant 
recurring events held every year. Implementation of beach tourism promotion and 
marketing activities essential in beach tourism development, making promotional materials, 
procuring promotional media at home and abroad. Collaboration with private parties, 
namely hotels and travel tours, in the form of an appeal to provide space for beach tourism 
promotion and offers of tour packages to tourist objects. However, behind the increase, 
in its implementation, a problem was found that was sufficient to increase tourist visits. 
The problem is branding, which tourists still know as a transit city, not a destination city.

Implementing strategies to improve the infrastructure to be less than optimal where 
there were complaints from tourists regarding traveling comfort, limited budgets, and lack 
of synergy between stakeholders and related service offices. However, efforts to recommend 
permits for tourist attractions, and fostering the implementation of beach tourism following 
the legislation, have continued to be carried out to results in satisfactory results where the 
number of hotels has increased on average and reached the targeted number.

This partnership-building activity program is scheduled and carried out regularly. In 
this activity, education on beach tourism gives to beach tourism business actors from the 
government by presenting speakers who are competent in their fields—carrying out the 
development of beach tourism activities, discussing the urgency of the problems found and 
solving problems, and finding the best solutions to overcome the problems experienced by 
beach tourism business actors. Training and coaching focus and order human resources 
engaged in the existing beach tourism sector by implementing such training, education, and 
coaching can help beach tourism human resources optimally and create HR professionalism.

Monitoring and Evaluation

To determine the extent to which the strategic plan requires evaluation activities annually, 
the government does not evaluate the strategy annually. The beach tourism management 
strategy is only a plan and does not work as it should (Bott & Braun, 2019).
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CONCLUSION

Management consistency needs a more dignified beach recreation management framework-
this the private sector’s desire to manage new beach tourism to increase its income and 
employees. City governments must improve planning for area preservation, management, 
maintenance, and quality development of beach beach tourism areas. Improvements in the 
bureaucratic system to facilitate the planning process to increase the quality and quantity of 
beach tourism destinations must be more intense in coordination between related agencies to 
carry out activities to improve facilities and infrastructure in several coastal beach tourism. 
Making technological developments and globalization, providing more opportunities for 
the community to take an active role in beach tourism marketing activities by organizing 
creative activities so that people are more enthusiastic about beach tourism activities. 
Increase cooperation with the private sector by planning and implementing beach tourism 
activities involving the private sector to feel given a forum and support to participate in 
joint activities. Improve coordination with beach tourism activists and entrepreneurs. 
It enabled Semarang City’s branding as a beach beach tourism destination by holding 
various promotional activities and beach tourism activists and entrepreneurs, conducting 
cooperation in coastal beach tourism management with the private sector.
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ABSTRACT  

Organic and inorganic substances are released into the environment because of domestic, 
agricultural, and industrial activities which contribute to the pollution of water bodies. 
Removal of these substances from wastewater using conventional treatment involves 
high energy cost for mechanical aeration to provide oxygen for aerobic digestion system. 
During this process, the aerobic bacteria rapidly consume the organic matter and convert 
it into single cell proteins, water, and carbon dioxide. Alternatively, this biological 
treatment step can be accomplished by growing microalgae in the wastewater. Chlorella 
vulgaris immobilized in calcium alginate was used to study the removal efficiency of main 
nutrients in wastewater such as ammonium and phosphate that act as an important factor in 
microalgae growth. The immobilized cells demonstrated higher percentage of ammonium 
and phosphate removal of 83% and 79% respectively, compared to free-suspended cells 
(76% and 56%). COD removal recorded was 89% and 83% for immobilized cells and free-
suspended cells, respectively. The kinetics parameters of nutrients removal for immobilized 
C. vulgaris in synthetic wastewater were also determined. The specific ammonium removal 
rates (RA) and phosphate removal rates (RP) for Chlorella vulgaris in synthetic wastewater 
were 8.3 mg.L-1day-1 and 7.9 mg.L-1day-1, respectively. On the other hand, the kinetic 
coefficient for each nutrient removal determined were kA = 0.0462 L.mg-1 day-1 NH4 and kP = 
0.0352 L.mg-1 day-1 PO3–

4
 . This study proves the application of immobilized microalgae cells 

is advantageous to the wastewater treatment efficiency. Furthermore, optimization on the 
immobilization process can be conducted to 
further improve the nutrients removal rates 
which potentially can be applied in the large-
scale wastewater treatment process.

Keywords:  Alginate, ammonium removal, cell 
immobilization, COD, microalgae, nutrients removal, 
phosphate removal
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INTRODUCTION

Microalgae are unicellular photosynthetic organisms consist of both prokaryotic and 
eukaryotic and commonly grow in various aquatic environments. Photosynthetic algae 
are important to the global nutrients cycle such as carbon and oxygen and about 40% of 
photosynthesis is performed by microalgae (Benedetti et al., 2018). They can easily grow 
with adequate amounts of carbon (C), nitrogen (N), and phosporus (P) with other essential 
trace elements (Stockenreiter et al., 2016). In recent years, microalgae have been widely 
applied in various biotechnology areas such as aquaculture, cosmetic, food and pharmaceutical 
industries (Rizwan et al., 2018). In addition to that, microalgae have shown a great potential 
to treat the industrial wastes such as petroleum, heavy metals, dyes, and toxic gases (Kaur 
et al., 2019; Qiu et al., 2019). These versatile microalgae can also be used in the treatment 
of agro-industrial (Halim et al., 2019) and aquaculture effluent (Tejido-Nunez et al., 2019).

Water pollution that mainly consists of nitrogen and phosphorus has become a serious 
issue to environment which contributes to eutrophication. Eutrophication is known as the 
nutrient enrichment that may change the structure and function of aquatic ecosystems 
(Pacheco et al., 2015). It can cause damage to biodiversity, ecosystem sustainability and 
affects human health. Alternatively, these pollutants can be utilized for microalgae growth. 
Both water medium and necessary nutrients are freely available from the wastewater that 
are ideal for microalgae cultivation. With various mode of metabolism, microalgae can 
remove a common pollutant from the water course. Therefore, integrating wastewater 
treatment with algae cultivation may have the economic potential and simultaneously 
promoting green technology to treat wastewater as well as contributing to the algae-based 
chemicals production. 

Utilization of free suspended microalgae cells in wastewater treatment has a great 
potential in removing the nutrients in the wastewater. Despite of the low cost and shorter 
hydraulic retention time (HRT) compared to the conventional wastewater treatment, this 
system has low cell loadings and biomass removal issue. The nature of the cells that are 
negatively charged and small in size (5-50 µm) prevent cells aggregation (Wu et al., 
2012). Therefore, the removal of the algal biomass from the treated water requires high 
energy intensive and costly operation. Various methods have been used to address the 
biomass removals such as centrifugation, filtration, flotation, and flocculation. On the 
other hand, immobilization technique can be used to solve the biomass harvesting issue 
and simultaneously retaining the high-value biomass for further processing. 

Various methods of microalgae immobilization have been reported (Kaparaku, 2017). 
Among them are adsorption on a surface, encapsulation, entrapment within a matrix and 
containment within a polymer. Majority of the works used entrapment method by employing 
natural and synthetic polymers. The utilization of alginate bead has been considered as one 
of the most suitable methods for cell immobilization. This is due to their characteristics 
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of mild gelation properties, inert aqueous matrix with high porosity that help preserve the 
physiological properties and functionality of the encapsulated cells (Gao et al., 2016). 
Moreover, the entrapped microalgae are protected from mechanical stress while nutrients 
and metabolites can diffuse through the semi-permeable bead (Acarregui et al., 2012). 
Studies have shown that immobilized cells are more efficient in removing N and P with 
higher cell loading as compared to free suspended cells (De-Bashan & Bashan, 2010). In 
this study, microalgae were immobilized in alginate beads and the removal efficiency of the 
main nutrients and COD was compared with free suspended microalgae cells. The kinetics 
parameters of nutrients removal for immobilized C. vulgaris in synthetic wastewater were 
also determined.

METHOD

Microalgae Strains

Chlorella vulgaris (Algae Research Laboratory, Institute of Ocean and Earth Sciences, 
University Malaya) was grown in Tris–acetate–phosphorus (TAP) media and 150 rpm in 
a rotary shaker. The microalgae cells were grown at room temperature (25°C) in 12 hours 
light and 12 hours dark cycles. 

Immobilization of Microalgae

150 mL of microalgae containing 5x106 cells/mL was centrifuged at 3500 rpm for 10 
minutes. The cells were suspended and mixed with 80 mL of 2% alginate solution, and 
slowly mixed with a stirrer for 15 minutes. The alginate beads were obtained by dropping 
the alginate–algae mixture from a syringe into 2% CaCl2 solution. The beads formed were 
left for 1 hour in the solution for hardening process. These beads were washed off several 
times with sterile distilled water until their pH reached pH 7. 

Synthetic Wastewater Preparation 

Synthetic wastewater for the experiment was prepared using the following components 
(mg/L): Glucose (256.41), NH4Cl (35.33) and KH2PO4 (43.8) to obtain 300 mg/L of 
Chemical Oxygen Demand (COD), 10 mg/L of ammonium and 10 mg/L of phosphorus. 
The pH was adjusted to 7 with KOH (Hernandez et al., 2006; Mujtaba et al., 2015).

Determination of Microalgae Growth

Cell number was determined once in every two days, using a hemacytometer under a 
microscope. 10 μl of cell suspension (or 1 drop from a transfer pipette) was added to the 
hemacytometer and cells were observed under the microscope.  For immobilized cells in 
alginate beads, ten beads were taken from flask and solubilised by immersion in 1 mL of 
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4% NaHCO3 solution for 30 minutes before the cells were observed under microscope. In 
determining the optical density, 1 mL of the sample was taken every two days and measured 
by spectrophotometer at 680 nm of wavelength.

Analytical Tests

The performance of wastewater treatment by microalgae system was indicated by the 
percentage of COD and nutrients (i.e., ammonium and phosphorus) removals. The 
percentage of removal was calculated as shown in Equation 1.

									         [1]

Standard methods for the examination of wastewater were used to analyse the COD, 
ammonium, and phosphorus removals (APHA, 1999). COD, ammonium, and phosphorus 
were respectively analysed by closed reflux of colorimetric method, phenate method and 
ascorbic acid method. 

RESULTS AND DISCUSSION

Growth of C. Vulgaris in TAP Media

The growth profile of free suspended and immobilized Chlorella vulgaris in TAP media is 
shown in Figure 1. Two main growth phases were observed during 10 days of experiment 
(log phase and stationary phase). No lag phase was observed for both microalgae cultures. 
The cells number increased exponentially and reached the maximum cells concentration of 
53 × 106 cells/mL and entered the stationary phase on day eight of the experiment for free 
suspended cells. Similar trend was observed for immobilized C. vulgaris which showed 
rapid growth with maximum cells concentration of 64 × 106 cells/mL. Immobilized cells 
showed better growth than free suspended cells as reported by other studies (Aguilar-
May & Sanchez-Saavedra, 2009; Singh, 2003). Ruiz-Marin et al. (2010) reported similar 
observation on the cell growth where the cells number increased rapidly once the beads were 
added into the medium. However, immobilized cells may also undergo lag phase because 
of cell adaptation to the new environment (Shen et al., 2017). The specific growth rate of 
the immobilized cells is comparable to the free suspended cells during the exponential 
phase which are 0.13 day-1 and 0.10 day-1, respectively. This result shows that the growth 
of the encapsulated algal cells was not reduced compared to the free cells. The medium 
nutrients can diffuse through the semi-permeable beads allowing the cell to undergo the 
cell division process. On the contrary, some entrapment matrices made from synthetic 
material may produce small pore bead size that restricts nutrients diffusion which affect the 
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cell morphology and viability (Shen et al., 2017). Moreover, high cell loading may impede 
the cell growth as there is limited space for the cell to grow or possibly due to restriction 
on nutrient movement (Leenen et al., 1996). Nevertheless, the results prove that alginate 
can be used efficiently for cell immobilization.

Growth of Chlorella vulgaris in Synthetic Wastewater

The growth profile of both free suspended cells and immobilized cells cultivated in synthetic 
wastewater is illustrated in Figure 1. Similar trend of growth was observed for both cultures 
as compared to the growth in TAP media. Maximum concentration for free suspended cells 
and immobilized cells were 13 × 106 cells/mL and 20 × 106 cells/mL respectively. The 
increase in cell numbers indicated that the algal cells were able to undergo cell division 
when cultivated in a limited nutrient medium. While the specific growth rate of free 
suspension cells and immobilized cells were 0.119 day-1 and 0.122 day-1 respectively. The 
maximum number of cells grown in synthetic wastewater were slightly lower than the one 
cultivated in TAP media which was expected as TAP media contains optimum nutrients 
needed for microalgae growth while the synthetic medium only consist a few nutrients. 
However, these data show that synthetic wastewater were able to support the growth of the 
cells with the minimum nutrients of ammonium, phosphate, and carbon source (glucose). 

Nutrients Removal

The removal of ammonium by the free suspended and immobilized cells is shown in 
Figure 2. Nitrogen in the form of ammonium is essential to many functional components 
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Figure 1. Growth profile of Chlorella vulgaris in TAP media and synthetic wastewater. Error bar shows one 
standard deviation of mean (n=3)



1494 Pertanika J. Sci. & Technol. 29 (3): 1489 - 1501 (2021)

Amanatuzzakiah Abdul Halim and Wan Nor Atikah Wan Haron

of algae and reported to be the main source of nitrogen for algae. The nutrient uptake 
occurs through direct assimilation between the cells and ammonium based on the form 
and concentration available (Sanz-Luque et al., 2015). Both cells type achieved rapid 
removal of 51-58% on day 2 and gradually increased until day 10. The rate of ammonium 
removal is at the highest during the first two days when the nutrient availability was high. 
The high ammonia concentration triggered the rapid uptake where the cells passed from 
a least concentrated to a more concentrated medium. As the day progressed, the nutrient 
uptake slows down and achieved a total of 76% and 83% ammonium removal on day 10 
for free and immobilized cells, respectively. The results show the immobilized C. vulgaris 
has slightly higher percentage removal than the free suspended cells. These values were 
well correlated with the cell concentration profile in Figure 1. Similar trend was reported 
by several studies on higher ammonium removal for alginate-immobilized microalgae as 
compared to the free suspended cells (Banerjee et al., 2019; Soo et al., 2017).

The phosphate uptake by the cells started slowing around 21% and 26 % on day 2 and 
achieved final removal of 56% and 79% on day 10 for free cells and immobilized cells 
respectively (Figure 3). The percentage nutrient removal by microalgae cells is lower for 
phosphate compared to the ammonium especially for free suspended cells. In general, 
ammonium is the most preferable nitrogen source as it requires less energy for its uptake 
compared to the other form of nutrients (Delgadillo-Mirquez et al., 2016). Similar trend 
was observed by other studies which reported higher removal of ammonium compared to 
phosphate (Samsudin et al., 2018; Shen et al., 2017). Rapid removal of COD was observed 
on day 2 by freely suspended (61%) and immobilized (71%) C. vulgaris (Figure 4). The 
percentage removal gradually increased until day 10 with maximum removal of 89% by 

Figure 2. The percentage removal of ammonium by free suspension cells and immobilized cells. Error 
bar shows one standard deviation (n=3)
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the immobilized cells and 83% for free cells. On the first 2 days of the cell cultivation, the 
cells were actively doubling their number in which reflected the higher uptake of glucose 
that provide high amount of energy needed for the cell’s activities, hence the consumption 
of glucose as the carbon source was very high within the short period. This indicates high 
efficiency removal of COD by microalgae cells.

Based on the results discussed above, the performance of nutrient removal of 
immobilized microalgae is relatively higher compared to the free cells. Immobilized 

Figure 4. The percentage removal of COD by free suspension cells and immobilized cells. Error bar shows 
one standard deviation (n=3)

Figure 3. The percentage removal of phosphate by free suspension cells and immobilized 
cells. Error bar shows one standard deviation (n=3)
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Chlorella vulgaris exhibits uptake rates of 23%, 7% and 6% higher than suspended free 
algae for phosphate, ammonium, and COD, respectively. This result is consistent with 
the previous findings in other study (Covarrubias et al., 2012). The enhanced removal 
performance can be described based on the chemical interactions between alginate 
matrix and the nutrients. The presence of carboxyl group (COO-) attracts cations and 
the free binding site on the surface of the alginate matrix provides the medium for 
physical adsorption for both NH4+ and PO3–

4  ions before assimilation process occur by 
the encapsulated algae (Banerjee et al., 2019). Higher adsorption rate is expected with 
increment in alginate concentration. The optimum adsorption rate was achieved at 3% 
alginate concentration with high removal of nutrients conducted using Chlorella vulgaris 
(Banerjee et al., 2019). The removal of nutrients by the alginate bead alone was reported 
to be minimal compared to the alginate-immobilized microalgae cells (Banerjee et al., 
2019).  Even though the contribution of alginate in removing nutrients are evident, the 
primary mechanism of nutrient removal through microalgae uptake is more significant 
compared to the chemical and physical processes. Moreover, the utilization of immobilized 
cells using alginate matrix provides protective environment against the mechanical shear 
stress and external microorganisms contamination which enhanced the overall nutrients 
removal performance.

Kinetics of Nutrient Removal by Immobilized Chlorella vulgaris

In this study, the ammonium and phosphate removal rates were determined using Equation 
2.

							       [2]

Where R represents the removal rate of nutrients (ammonium and phosphate), So represents 
the initial concentration of nutrients, Si is the nutrient concentration at time ti and ti is the 
time when there was no significant change taking place for nutrient concentration. The 
specific ammonium removal rates (RA) and phosphate removal rates (RP) for Chlorella 
vulgaris in synthetic wastewater were 8.3 mg.L-1day-1 and 7.9 mg.L-1day-1, respectively. 

In this study, ammonium and phosphate removal fitted well with the second order 
reaction of equal initial concentration of nutrients (ammonium and phosphate). The defining 
second-order differential Equation 3 and 4 as below: 

			   [3]

Which on integration yields 

				    [4]
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Therefore, the reaction of ammonium and phosphate can be expressed by Equation 5.

							      [5]

where CA represents nutrient concentration at time ti, CAO represents the initial concentration 
of nutrient, and k is the second order reaction constant.

Experimental data given in Figure 2 were plotted in the form of 1/CA  versus time as 
shown in Figure 5. From the slope and intercept of best fit line of this plot, kinetic coefficient 
of ammonium removal by C. vulgaris were determined with kA = 0.0462 L.mg-1 day-1 NH4 
(R2 = 0.9806).

Similarly, from the experimental data in Figure 3, the coefficient for phosphate removal 
was found with kP = 0.0352 L.mg-1 day-1  PO3–

4  from the intercept and slope of best fit line 
of 1/ CA  versus time, (R2 = 0.8711) as illustrated in Figure 6. 

The yield coefficient for ammonium and phosphate removal was calculated using 
Equation 6.

								       [6]

where Y is the yield of biomass linked with the consumption of nutrients, SO is initial nutrient 
concentrations and S is final nutrient concentration. C represents the concentration of cells 
with respect to the nutrient S and CO is the initial concentration of the cells. Therefore, 
the kinetics parameters of nutrients removal for C. vulgaris in synthetic wastewater are 
summarized in Table 1.  

Figure 5. Determination of kinetic coefficient for ammonium removal by C. vulgaris
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The specific ammonium removal rates 
(RA) and phosphate removal rates (RP) for C. 
vulgaris obtained were 8.3 mg.L-1day-1 and 
7.9 mg.L-1day-1, respectively. Other studies 
reported various results depending on the 
condition of the experiments such as the 
initial nutrient concentration, reaction time, 
and bead’s condition. Aslan and Kapdan 
(2006) reported 10.5 mg NH4 L-1day-1 and 
2.0 mg PO3–

4  L-1day-1 while Lau et al. (1998) 
obtained 5.44 mg NH4 L-1day-1 and 1.3 mg 
PO3–

4  L-1day-1, both were using C. vulgaris 
cells. On the other hand, the biomass yield 

y = 0.0352x + 0.0535
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Figure 6. Determination of kinetic coefficient for phosphate removal by C. vulgaris

Table 1 
Kinetics parameters of nutrients removal for 
immobilized C. vulgaris in synthetic wastewater

Kinetics Parameters Data
Initial N/P
(mass ratio) 1

RA ( mg.L-1day-1) 8.3
RP ( mg.L-1day-1) 7.9
YA (mg mg-1 A) 0.0407
YP (mg mg-1 P) 0.0318
YP/ YA 0.781
kA (L.mg-1 day-1 NH4) 0.0462

kP (L.mg-1 day-1 PO3–
4 ) 0.0352

based on ammonium and phosphate consumption obtained were 0.0407 mg.mg-1NH4 and 
0.0318 mg.mg-1 PO3–

4  respectively. The ratio of YA

Y P
 (0.781) indicates the amount of the 

ratio of P/A required (mg P consumed/mg A consumed) to produce the same unit amount 
of biomass. The kinetic coefficient for ammonium and phosphate removal were determined 
based on second order reaction model with kA = 0.0462 L.mg-1 day-1 NH4 and kP = 0.0352 
L.mg-1 day-1 PO3–

4 . In other study the kinetic coefficients reported were kA = 0.00249 L.mg-1 

day-1 NH4 and kP = 0.192 L.mg-1 day-1 PO3–
4  for ammonium and phosphate removal by C. 

vulgaris respectively (Banerjee et al., 2019). The difference value between these kinetic 
coefficients is due to the different conditions of the experiments as well as the model used.
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CONCLUSION 

This present study demonstrated that alginate immobilized C. vulgaris showed higher 
nutrients (ammonium and phosphate) and COD removal efficiency from the synthetic 
wastewater than the free cells. The percentage removal of ammonium and phosphate for 
immobilized cells were about 83% and 79%, respectively compared to free suspension 
cells which were 75% for ammonium removal and 56% for phosphate removal. Similarly, 
with the COD, over 80% of glucose were removed from the synthetic wastewater by 
both the alginate immobilized microalgae cells and free cells within 10 days. The main 
reasons for high removal performance could be correlated to the high metabolic activities 
of the immobilized cells and the interaction between the supporting materials and the 
nutrients ions in wastewater. The kinetics data determined in this study include, the 
specific ammonium removal rates (RA) and phosphate removal rates (RP) which were 8.3 
mg.L-1day-1 and 7.9 mg.L-1day-1, respectively. Moreover, the kinetic coefficient for each 
nutrient removal obtained were kA = 0.0462 L.mg-1 day-1 NH4 and kP = 0.0352 L.mg-1 day-1 

PO3–
4 . The findings from this study provide some insights on the utilization of immobilized 

cells in wastewater treatment. Nevertheless, this method can be further integrated with 
several components such as CO2 biofixation and biofuel production to efficiently manage 
the environmental issues.
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ABSTRACT

Agro-waste can be commercialised into another useful product such as natural coagulant for 
wastewater treatment. The purpose of this study was to quantify the ability of agro-waste 
(Manihot esculenta peel extract (MEP)) as an aid alongside the utilisation of chemical 
coagulant (polyaluminium chloride (PAC)) based on the removal percentages of selected 
parameters at the optimum coagulant dosage and pH of stabilised leachate. Series of jar 
tests were used to compare the leachate treatments using single and the dual coagulant of 
PAC and MEP with respective standard methods to analyse the removal parameters, i.e., 
Colorimetric (APHA Method:5220 C, HACH Method:8000) for chemical oxygen demand 
(COD), Conductimetric (APHA Method: 4500-N, HACH Method: 8038) for ammonia 
nitrogen (AN), Nephelometric (APHA Method:2130) for turbidity, Spectrophotometric 
(APHA Method: 2120 B, HACH Method: 8025) for colour, and Gravimetric (APHA 
Method:2540 D, HACH Method:630) for suspended solids (SS). Leachate treatment 
using the application of single PAC coagulant at the optimum conditions of 3,750 mg/L 

dosage and pH 6.0 of leachate managed 
to remove about 54.1%, 28%, 91.1%, 
98%, and 98% for COD, AN, turbidity, 
colour, and SS, respectively. Meanwhile, 
by using dual coagulant at the optimum 
dosages of 3,500 mg/L (PAC) and 250 
mg/L (MEP), and pH 7.0 of leachate, the 
treatment achieved higher removal except 
for the colour parameter. The final removal 
outcomes of this study were 58.3% of COD, 
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34% of AN, 96.9% of turbidity, 92.1% of colour, and 99% of SS. The application of MEP 
as coagulant aid also managed to reduce the aluminium (Al) content in PAC dosage from 
577.5 mg/L to 539.0 mg/L without affecting much of its efficiency.

Keywords: Coagulation-flocculation; jar test; natural coagulant; polyaluminium chloride; removal efficiency

INTRODUCTION

The percolation of rainwater through the degraded solid waste in the open landfill has 
resulted in the generation of leachate (Aziz et al., 2015). According to its classification, 
the composition of leachate may contain loads of toxic elements, which are harmful to 
the environment. The ignorance to treat leachate through proper disposal also could cause 
unpleasant pollution to receiving waters such as ground aquifers (Kamaruddin et al., 
2015). The contents of chemical oxygen demand (COD), ammonia nitrogen (AN), and 
heavy metals are among a few of most environmental threats that become the significant 
considerations for leachate to be treated (Yusoff & Zuki et al., 2015). COD is a chemical 
indicator that indicates the required oxygen to oxidise soluble and suspended organic 
matter. The high concentration of COD signs the degradation of the dissolved oxygen 
levels in water bodies. Meanwhile, the high level of AN can cause toxicity to aquatic life 
and human beings when the leachate leaks to the water resources (Mehmood et al., 2009). 
For instance, the villagers around Simpang Renggam’s landfill site (SRLS) are jeopardised 
due to the exposure of contaminated water sources with high levels of AN. The untreated 
AN also becomes the main factor of reduced performances for biological treatments, 
dissolved oxygen reduction, and speeded up eutrophication in surface water (Aziz et al., 
2015). Meanwhile, the high concentrations of suspended solids (SS), turbidity, and colour 
would eventually result in the poor aesthetic quality of the water (Wang et al., 2017). 

Physical and chemical treatments such as the coagulation-flocculation (CF) process 
using jar test with the help of coagulating agents are favoured for the treatment of stabilised 
leachate due to its characteristics (Syafalni et al., 2012). In the CF treatment, the usage 
of effective coagulants is important. In this study, to tackle the drawbacks of chemical 
coagulant, the raw Manihot esculenta peel extract (MEP) peel is used and recycled as a 
natural coagulant aid to treat stabilised leachate. The peels were obtained from a chip’s 
factory at Parit Raja, Johor, Malaysia. MEP may have been used as a coagulant aid in 
water and wastewater treatment, but MEP is never used for leachate treatment to the 
best of our knowledge. The chemical analysis of MEP has verified its competence as a 
natural coagulant through the existence of polysaccharides form of sugars (holocellulose 
and starch). Besides, the existence of functional groups (carboxyl, hydroxyl, and amino 
groups) from pectin, cellulose, and amino acids may also have cogency as flocculating 
agent (Mohd-Salleh et al., 2020a; Asharuddin et al., 2017). Asharuddin et al. (2018) used 
the same source of coagulant and alum as a dual coagulant to remove turbidity from dam 
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water and achieved 91.47% removal. The MEP as the natural coagulant used in this study 
is made and developed from scratch without any chemical modification. Therefore, the 
purpose of this study was to quantify the ability of agro-waste (MEP) as an aid alongside 
the utilisation of chemical coagulant (PAC) based on the removal percentages of COD, AN, 
turbidity, colour and SS at the optimum coagulant dosage and pH of stabilised leachate. 
Basically, this study attempts to develop a green coagulant aid for the treatment of high-
strength polluted wastewater. The effort of the study is also relevant as the developed natural 
coagulant could emphasise more usage of agro-waste as a natural material and give benefits 
to low social communities. This approach aims to increase the recycling and recovery rate 
of waste while improving the management of landfills to reduce the amount of waste and 
pollution. Furthermore, the findings would be useful for conserving human health and the 
environment as the consequence of the treatment of landfill leachate. In the dimension 
of economic development, this study would assist in sustainable energy for drivers and 
enablers and increasing innovation and productivity to the next level in the imperatives 
by focusing on natural coagulants and landfill leachate. Specifically, this study may also 
be a jumping-off point towards researchers, through the optimisation of leachate pH and 
dosages of PAC and MEP as a guideline to select a suitable condition range for leachate 
treatment with better removal percentages of respective contaminants in the future.

MATERIALS AND METHODS

Leachate Sampling

The leachate sample was taken from the Simpang Renggam landfill site (SRLS) (1°53’41 
“N 103°22’35” E). SRLS is built in 1996 and still operating up to 2019 with 6 hectares 
in total size. As for now, the landfill is closed to focus on the treatment of left leachate. 
Approximately 250 tons of solid wastes were disposed into SRLS daily during its operation, 
which was over the limit practice. Based on the latest leachate characterisation study done 
by Mohd-Salleh et al. (2020b) and Zailani et al. (2018) that used the leachate samples 
taken from the same study area, the landfill was validated to generate stabilised leachate.

Preparation of Manihot Esculenta Extract Peel Coagulant and Stock Solution

Manihot esculenta peels (MEP) were collected from the chip’s factory at Parit Raja, Johor, 
Malaysia. There is no cost to produce this natural coagulant because it is an agro-waste 
taken from the chip’s factory for free. On the same day, upon arrival in the laboratory, the 
peels were separated from the big tubers and washed with tap water to remove the attached 
soils and impurities. The preparation of starch powder from the peels was according to the 
study done by Asharuddin et al. (2017) and Mohd-Salleh et al. (2020a). The brown peels 
were expelled, and only the white flesh from the cortex was scratched using a scratcher. The 
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white flesh was blended using a domestic blender with distilled water. Next, the white flesh 
solution was filtered using a muslin cloth to filter the flesh waste. The blended white flesh 
was settled down for 24 hours, and the excess distilled water was rinsed out. The sticky 
blended white flesh was spread onto a tray and sundried until completely dry. Finally, the 
dried white flesh was smashed into a fine powder and stored in a tight container at room 
temperature. Figures 1 and 2 show the peels and their powder form. The stock solution 
of MEP was made in a concentration of 1% by diluting 1 gram of MEP into 100 mL of 
distilled water. A preliminary study was done to select the optimum concentration of MEP 
between 0.5%, 1%, 3%, 5%, and 7% in treating leachate, of which 1% of MEP had shown 
satisfactory removal (Mohd-Salleh et al., 2020a). Thus, it was used in this study.

Figure 1. Manihot esculenta peels Figure 2. Powder form of MEP extract

Preparation of Polyaluminium Chloride Stock Solution

Polyaluminium chloride (R&M brand) was purchased from the local laboratory supplier 
that cost $15 per bottle. The preparation of PAC’s stock solution was done by following 
the methodology of Mohd-Salleh et al. (2018) and Ni et al. (2015) that used 10% of PAC. 
The coagulant needed to be prepared freshly; thus, it was prepared on the same day as the 
jar test for the CF process. To make a 10% concentration of the stock solution, 10 grams of 
PAC were weighed and diluted into 100 mL of distilled water. The compound formula for 
PAC is Al2Cl(OH) with total 174.75 g/m of molar mass (Al=26.982, O=16, H=1, Cl=35.45).

Experimental Procedure

The CF experiments were performed in a conventional jar-test apparatus (VELP-Scientifica, 
Model: J LT6, Italy) comprising six paddle rotors (2.5 cm × 7.5 cm), equipped with 6 
beakers of 1 L each. The operating conditions of the jar test in this study were according to 
the study of Shaylinda et al. (2014). Two mixing stages were applied, i.e., rapid mixing at 
200 revolutions per minute (rpm) for 4 minutes and slow mixing at 30 rpm for 15 minutes. 
The time and speed for rapid and slow mixings were set with an automatic controller. The 
settling process was set for 30 minutes. The volume of the leachate sample used in the 
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study was 500 mL (Zainol et al., 2011). In the jar test of the CF process, two factors were 
considered in determining the optimum treatment process, i.e., the coagulant dosage and 
leachate pH by dual and single coagulants of PAC and MEP.

In the CF treatment process, by using a single coagulant, a range of coagulant dosages of 
single MEP and PAC would be added into the respective altered pH of the leachate sample, 
right before the rapid mixing started. While for the treatment process using a dual coagulant, 
a range of coagulant dosage of MEP was added in the second stage of flocculation. The idea 
of dual coagulant was similar to the double dosage of different coagulants in one treatment. 
The dosage of PAC was added before the rapid mixing started, while the addition of MEP 
was done before the slow mixing of the jar test. The pH of the leachate sample was altered 
by using 1N hydrochloric acid (HCl) and 1N sodium hydroxide (NaOH) to obtain the 
desired pH 3.0-10.0 range. The experiments were carried out based on the conventional 
optimisation method of the one-factor-at-a-time (OFAT) method, which involved the try 
and error practices (Shaylinda et al., 2014).

Optimisation of Coagulant Dosage and Leachate pH

The selected range of dosages in leachate treatment by using a single PAC coagulant 
was from 2,250 mg/L to 4,500 mg/L (Mohd-Salleh et al., 2018). This dosage range was 
decided based on the preliminary study of dosage optimisation by using macro and micro 
ranges of coagulant dosages. While for PAC application in dual coagulant, the optimum 
dosage obtained from the CF was used as a constant factor while varying the dosage of 
MEP. For the dosage of 1% MEP as a coagulant aid, the dosages used were 50 mg/L-500 
mg/L (Mohd-Salleh et al., 2020a). Again, this range was chosen from a preliminary study 
to decide the appropriate MEP range dosage to aid in the CF process using dual coagulant.

The optimisation of dosage was carried out first by altering the pH of the leachate 
sample into pH 7.0. It was selected due to its neutral properties that are desired in most 
treatments. After the best dosage was obtained, the pH optimisation was taken place by 
adjusting the pH from 3.0 to 10.0. In the first dosage optimisation of PAC and MEP in this 
study, the amount of single optimum PAC at 3,750 mg/L was used as a constant dosage 
following the study of Mohd-Salleh et al. (2018). Consequently, the different MEP dosages 
started from 50 mg/L to 500 mg/L was used as the coagulant aid. To achieve this, the pH 
of the leachate sample and the PAC dosage were remained constant at pH 7.0 and 3,750 
mg/L dosage, respectively. The optimum conditions of these factors and the treatments’ 
efficiency would be determined by the highest removal percentages on COD, AN, turbidity, 
colour, and SS. After accomplishing the jar tests, supernatant samples were withdrawn 
from the beaker by using a plastic syringe from the point located about 3 cm from the 
surface for the analysis and kept into another bottle. The analysis was done within the 
next 5 minutes after the settling process to prevent any changes in the characteristics of 
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the treated leachate samples with respective standard methods to analyse the removal 
parameters, i.e., Colorimetric (APHA Method:5220 C, HACH Method:8000) for COD, 
Conductimetric (APHA Method: 4500-N, HACH Method: 8038) for AN, Nephelometric 
(APHA Method:2130) for turbidity, Spectrophotometric (APHA Method: 2120 B, HACH 
Method: 8025) for colour, and Gravimetric (APHA Method:2540 D, HACH Method:630) 
for SS. The measurement of all parameters was also done in the triplicate analysis by 
following the standard method of water and wastewater (APHA, 2017) to come out with the 
mean readings. The formula to calculate the removal percentage was based on Equation 1.

     [1]

Meanwhile, Equation 2 below is the calculation for the Al content in the PAC dosage.

10%  = (10 g/100 mL) × (1,000 mg/1 g) × (1,000 mL/1 L) 			          [2]

         = 100,000 mg/L 

         = (100,000 mg/L) (X) = (3,750 mg/L) × (500 mL) 

                                                 X, V1 = 18.75 mL 

Dosage of Al in 3,750 mg/L of PAC 

         = (1.54 g/100 mL) × (1,000 mg/1 g) × (1,000 mL/1 L) 

         = 15,400 mg/L 

         = (15,400 mg/L) (18.75 mL) = (X) × (500 mL) 

                                                    X = 577.5 mg/L of Al

RESULTS AND DISCUSSION

Coagulation-flocculation Treatment Process of Leachate Using Dual Coagulant of 
PAC and MEP

Effect of PAC and MEP Dosages. The ability of MEP as a coagulant aid in the treatment 
of stabilised leachate is carried out first by pairing it with PAC in the first optimisation 
process. Figure 3 shows the outcome of dosages optimisation of PAC and MEP in term 
of removal percentages of respective parameters. Using this combination of a primary 
coagulant of PAC and a coagulant aid, pleasing results were given even though at the 
minimal dosage of MEP. The major removal was done by the PAC coagulant itself since 
the high dosage was added. Based on the observations of Figure 3, the removal outcomes 
were high, especially for turbidity, colour, and SS parameters. Increasing the MEP dosage 
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did not significantly affect the turbidity, colour, and SS removal, but rather it resulted in a 
linearly constant removal pattern.

The removal for colour and SS at all MEP dosages was quite satisfying by achieving 
more than 80% removal. However, there was a bit of fluctuating removal for the turbidity 
parameter, especially at the final dosages range. This might be due to the high dosage of 
MEP that caused the addition of turbidity in the leachate sample. The highest elimination 
obtained by COD, AN, and turbidity was obvious to happen at 250 mg/L of MEP by 
removing 44.5%, 20.9%, and 90.9% removal, respectively. Thus, according to this, 250 
mg/L was decided as the optimum MEP dosage, with the removal of 44.5% COD, 20.9% 
AN, and 90.9% turbidity, 91.7% colour, and 98.8% SS. For the next optimisation, by 
using the reduced optimum amount of MEP dosage at 250 mg/L, the PAC dosage was 
varied again to verify the optimum dosage that happened at 3,750 mg/L. Figure 4 shows 
the removal results using PAC dosage varied from 500 mg/L to 5,000 mg/L, respectively.

Based on the evaluations of Figure 4, the removal of COD, turbidity, colour, and SS 
continued to increase as the dosage increased. However, the removals started to remain 
constant at the PAC dosage of 2,000 mg/L and decreased gradually at the dosage of 4,000 
mg/L. While for AN, the removal was lower compared to another four parameters. It was 
noticeable that the elimination of AN was the highest at the dosage of 3,000 mg/L and 
3,500 mg/L with 33.4% and 33.8%, respectively, just by having a 0.4% difference. For 
other parameters, the high removal could be observed at the dosage of 3,000 mg/L and 
3,500 mg/L as well, with a very close gap. At the dosage of 3,000 mg/L, the removal for 
all parameters was 55.9% of COD, 33.4% of AN, 93.1% of turbidity, 96.3% of colour, 
and 99% of SS. While for 3,500 mg/L, the achieved removals were 57.4%, 33.8%, 95.8%, 

Figure 3. Dual coagulant at pH 7.0 with PAC (3,750 mg/L) and MEP (50-500 mg/L)                                                                             
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96.6%, and 99% for COD, AN, turbidity, colour, and SS, respectively. Thus, based on 
the removals, the PAC dosage of 3,500 mg/L was determined as the optimum PAC for 
dual coagulant, with the aid of optimum MEP dosage at 250 mg/L. Hence, the optimum 
dosages of both PAC and MEP were obtained at 3,500 mg/L and 250 mg/L, respectively, 
by applying the dosages at pH 7.0 of leachate samples.

Effect of Leachate pH Using PAC and MEP Coagulants. The next optimisation was 
carried out to discover the optimum pH condition that worked best for the combination of 
PAC as primary coagulant and MEP as the coagulant aid in this study. The samples’ pH 
was varied from pH 3.0 to pH 10.0 by using 3,500 mg/L PAC dosage and 250 mg/L MEP 
dosage, as shown in Figure 5. Based on the CF process of dual coagulant in Figure 5, the 
removals of colour and SS were started quite high at pH 3.0, but it decreased as the pH 
increased to pH 6.0. However, at pH 7.0, it rose again and became the highest reduction 
with 92.1% and 99% removals, respectively. The turbidity parameter was also observed to 
be effectively removed at pH 7.0 with a 96.9% reduction. The removal for turbidity started 
low at pH 3.0 with 18.8% elimination. Even though the removal for colour and SS at pH 3.0 
was quite satisfying, the turbidity of the treated sample was not well eliminated. The high 
elimination was observed to be at pH 7.0 and pH 8.0 with 58.3% and 57.8%, respectively, 
with less than 5% difference for the removal of COD. Meanwhile, for AN, the elimination 
was high at both pH 6.0 and pH 7.0 with 35.5% and 34% removal, respectively, with less 
than 5% difference. However, most of the highest elimination of parameters happened at 
the neutral pH 7.0 of leachate samples. Therefore, it was decided that the dual coagulant 

Figure 4. Dual coagulant at pH 7.0 with MEP (250 mg/L) and PAC (500-5,000 mg/L)
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worked effectively at pH 7.0 by eradicating 58.3% of COD, 34% of AN, 96.9% of turbidity, 
92.1% of colour, and 99% of SS as the finals results.

Performance Comparison of Dual Coagulant (PAC and MEP) With Previous Studies. 
The performance of dual coagulant in the present study was compared with the capability 
of other studies that utilised primary coagulant with a coagulant aid in treating the leachate 
sample. In dual coagulant practice, the inorganic coagulant such as PAC promotes the 
colloid destabilisation with the key mechanism of charge neutralisation. The addition of a 
polymer would act as the bridging agent in encouraging the small colloids to agglomerate 
together and become bigger and heavy flocs (Mohd-Salleh et al., 2020c; Awang & Aziz, 
2012). The matching pair of PAC and other natural coagulants as dual coagulants were 
investigated based on their performance to remove the respective contaminants in the 
comparison studies. The appropriate teaming would generate good achievements in the 
CF process, which was the highlight point in the significance studies of dual coagulant. 
It was such a good undertaking that many kinds of research had been made on the locally 
grown plants to diverge their function, such as being a sustainable coagulant for water 
and wastewater treatment. 

Al-Hamadani et al. (2011) had studied the capability of PAC and psyllium husk as the 
dual coagulating agent of leachate treatment. They obtained the neutral pH of 7.2 as the 
ideal leachate pH with 400 mg/L of psyllium husk and 7,200 mg/L of PAC dosages with 
satisfying removals, i.e., 64% of COD, 90% of colour, and 96% of SS. The tobacco leaf 
(1000 mg/L dosage) was also used as the coagulant aid by obtaining the apparent COD 
removal at 91% indeed with 1,500 mg/L dosage of PAC at pH 6.0 (Rusdizal et al., 2015). 

Figure 5. Dual coagulant of PAC (3,500 mg/L) and MEP (250 mg/L) at varied pH 3.0-10.0

0
10
20
30
40
50
60
70
80
90

100
110

3 4 5 6 7 8 9 10

R
em

ov
al

 %

pH

COD Ammonia nitrogen Turbidity Colour Suspended solids



1512 Pertanika J. Sci. & Technol. 29 (3): 1503 - 1516 (2021)

Siti Nor Aishah Mohd-Salleh, Nur Shaylinda Mohd-Zin, Norzila Othman, Yashni Gopalakrishnan and Norshila Abu-Bakar

The result for the AN parameter (54% removal) was also good enough to initiate the leaf 
as a competitive natural coagulant.

However, a bit lower removal was observed for physical parameters of turbidity and SS 
at 21% and 48%, respectively (Rusdizal et al., 2015). Tobacco leaf could be classified as an 
anionic coagulant with -3.57 mV zeta potential, which had a higher negative charge than 
tapioca starch at -0.56 mV (Azizan et al., 2020; Rusdizal et al., 2015). The attraction of the 
opposite charges in the treated sample using tobacco leaves is possibly stronger than others; 
thus, it succeeded in removing the high percentages of organic contaminants (Rusdizal 
et al., 2015). The same starch source was also reported in the study of Asharuddin et al. 
(2018) to remove turbidity from dam water. The term used for the natural coagulant was 
cassava peel starch (CPS). It was used as an aid with alum and achieved a high turbidity 
removal with 91.47%, at the optimum conditions of pH 9.0, 7.5 mg/L of alum dosage, 
and 100 mg/L of CPS dosage. The addition of CPS in the treatment system also reduced 
about 50% of the alum dosage (Asharuddin et al., 2018). Hence, based on the comparison 
performance, it is proven that natural coagulant extracted from agro-waste like MEP has 
a positive effect on improving coagulation treatment.

Comparison of Treated Leachate Sample with EQA 2009. The final concentrations 
value of evaluated parameters in treated leachate using PAC and PAC+MEP coagulants 
and the Environmental Quality (Control of pollution from solid waste transfer station & 
landfill) Regulation 2009 under the laws of Malaysia Environmental Quality Act 1974 are 
shown in Table 1. The CF treatment on 500 mL leachate sample using a single coagulant 
of PAC managed to remove about 54.1% of COD, 28.0% of AN, 91.1% of turbidity, 
98.0% of colour, and 98.0% of SS, by employing pH 6.0 of leachate and 3,750 mg/L of 
PAC dosage. Meanwhile, for the application of dual coagulant, the combination of 3,500 
mg/L (PAC), 250 mg/L (MEP) and pH 7.0 of leachate achieved better removal except for 
colour parameter, with 57.4% of COD, 33.8% of AN, 95.8% of turbidity, 96.6% of colour, 
and 99.0% of SS. The comparison of removal percentages using PAC and PAC+MEP is 
tabulated in Table 2.

Table 1
Comparison of the final concentration of treated leachate with EQA 2009

Parameter Treated leachate with PAC Treated leachate with PAC 
+ MEP

Malaysia’s EQA 
2009

COD (mg/L) 1,157.6 465.0 400.0
AN (mg/L) 816.3 417.5 5.0
Turbidity (NTU) 12.2 2.3 n.a.
Colour (ADMI) 144.2 191.18 100.0
SS (mg/L) 5.9 1.0 50.0
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Table 2
Comparison of the removal percentages between PAC and PAC+MEP

Parameter Removal (%) using PAC Removal (%) using PAC + MEP
COD (mg/L) 54.1 57.4
AN (mg/L) 28.0 33.8
Turbidity (NTU) 91.1 95.8
Colour (ADMI) 98.0 96.6
SS (mg/L) 98.0 99.0
Optimised conditions pH 6.0 of leachate

3,750 mg/L (PAC)
pH 7.0 of leachate

3,500 mg/L (PAC) + 250 mg/L (MEP)

From this finding, it was observed that the superiority of the treatment possibly 
happened due to the high molecular weight of MEP that helped to stimulate the 
flocculation development. Simultaneously, the adsorption bridging mechanism influences 
the aggregation process due to the interaction of high-molecular-weight coagulant and 
natural polysaccharide composition with impurities in the leachate sample (Mohd-Salleh 
et al., 2020c; Li et al., 2015; Oladoja, 2016). Besides, the removal mechanism of charge 
neutralisation for the treatment using PAC was also expected to be superior to PAC+MEP, 
considering the higher dosage. This was because PAC would encounter hydrolysis activity 
that resulted in amorphous aluminium hydroxide Al(OH)3 (Aljuboori et al., 2015). Based 
on the comparison with local’s regulations, only the SS parameter from both treatments 
complied with the discharge standard. Even though the other parameters did not meet the 
limit set by the local regulations, the outcome was reasonable by considering the sample 
used was the raw leachate, without any prior treatments at the landfill site.                                      

CONCLUSIONS

In conclusion, based on the observations on the effectiveness of single coagulant PAC and 
dual coagulant (PAC + MEP), it could be denoted that the combination of PAC and MEP 
as the primary coagulant and the coagulant aid could enhance the removal of respective 
parameters, which was better than the performance of single coagulant of PAC alone. The 
treatability studies on stabilised leachate using 10% PAC with the optimum conditions 
happened at pH 6.0 and dosage 3,750 mg/L. Meanwhile, the highlight findings were in 
the utilisation of both PAC and MEP, in the optimised conditions of pH 7.0, 3,500 mg/L 
dosage of PAC, and 250 mg/L dosage of MEP, respectively, with a 6.7% reduction of Al 
content dosage from 577.5 mg/L of single PAC coagulant to 539 mg/L in dual coagulant. 
Thus, the new MEP coagulant was verified to offer the full role-play as a coagulant aid by 
producing a good synergistic effect together with the coagulating benefits from PAC. This 
was especially in obtaining the neutral pH and lower chemical dosage content as the ideal 
conditions for the treatment system. Overall, this study concluded a distinctive conclusion 
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that natural coagulants isolated from agro-waste could also enhance the treatment of highly 
polluted wastewater like leachate, which most other scholars did not prefer for a treatment. 
It is desirable to have further research on green natural coagulants to improve leachate and 
wastewater treatments in the future. 

ACKNOWLEDGEMENTS

This research was supported by Universiti Tun Hussien Onn Malaysia (UTHM) through 
TIER 1 Grant Vot H860.

REFERENCES
Al-Hamadani, Y. A. J., Yusoff, M. S., Umar, M., Bashir, M. J. K., & Adlan, M. N. (2011). Application of psyllium 

husk as coagulant and coagulant aid in semi-aerobic landfill leachate treatment. Journal of Hazardous 
Materials, 190(1-3), 582-587. http://doi.org/10.1016/j.jhazmat. 2011.03.087

Aljuboori, A. H. R., Idris, A., Al-joubory, H. H. R., Uemura, Y., & Abubakar, B. I. (2015). Flocculation behavior 
and mechanism of bioflocculant produced by Aspergillus flavus. Journal Environment Management, 
150, 466-471.

APHA. (2017). Standard methods for the examination of water and wastewater (23rd Ed.). American Public 
Health Association.

Asharuddin, S. M., Othman, N., Shaylinda, M. Z. N., & Tajarudin, H. A. (2017). A chemical and morphological 
study of cassava peel: A potential waste as coagulant aid. In MATEC Web of Conferences, 103(4), Article 
06012. http://doi.org/10.1051/matecconf/201710306012 

Asharuddin, S. M., Othman, N., Shaylinda, N., Zin, M., Tajarudin, H. A., Din, M. F., & Kumar, V. (2018). 
Performance assessment of cassava peel starch and alum as dual coagulant for turbidity removal in dam 
water. International Journal of Integrated Engineering, 10(4), http://doi.org/10.30880/ijie.2018.10.04.029

Awang, N. A., & Aziz, H. A. (2012). Hibiscus rosa-sinensis leaf extract as coagulant aid in leachate treatment. 
Journal of Applied Water Science, 2(4), 293-298. http://doi.org/10.1007/s13201-012-0049-y

Aziz, S. Q., Aziz, H. A., Bashir, M. J. K., & Mojiri, A. (2015). Assessment of various tropical municipal landfill 
leachate characteristics and treatment opportunities. Global NEST Journal, 17(3), 439-450.

Azizan, M. O., Shaylinda, M. Z. N., Mohd-Salleh, S. N. A., Mohd-Amdan, N. S., Yashni, G., Fitryaliah, 
M. S., & Afnizan, W. M. W. (2020). Treatment of leachate by coagulation-flocculation process using 
polyaluminum chloride (PAC) and tapioca starch (TS). In IOP Conference Series: Materials Science and 
Engineering, 736, Article 022029. http://doi:10.1088/1757-899X/736/2/022029

Kamaruddin, M. A., Yusoff, M. S., Aziz, H. A., & Hung, Y. T. (2015). Sustainable treatment of landfill leachate. 
Journal of Applied Water Science, 5(2), 113-126. http://doi.org/10.1007/s13201-014-0177-7

Li, S., Lv, Y., & Liu, Z. (2015). Preparation of composite coagulant of PFM-PDMDAAC and its coagulation 
performance in treatment of landfill leachate. Journal of Water Reuse and Desalination, 5(2), 177-188. 
http://doi.org/ 10.2166/wrd.2015.093



1515Pertanika J. Sci. & Technol. 29 (3): 1503 - 1516 (2021)

Treat-ability of Manihot esculenta Peel Extract as Coagulant

Mehmood, M. K., Adetutu, E., Nedwell, D. B., & Ball, A. S. (2009). In situ microbial treatment of landfill 
leachate using aerated lagoons. Journal of Bio resource Technology, 100(10), 2741-2744. http://doi.
org/10.1016/j.biortech.2008.11.031

Mohd-Salleh, S. N. A., Mohd-Zin, N. S., Othman, N., Mohd-Amdan, N. S., & Mohd-Shahli, F. (2018). Dosage 
and pH optimization on stabilized landfill leachate via coagulation-flocculation process. In MATEC Web 
of Conferences (Vol. 250, p. 06007). EDP Sciences. https://doi.org/10.1051/matecconf/201825006007

Mohd-Salleh, S. N. A., Shaylinda, M. Z. N., Othman, N., Yasni, G., & Norshila, A. B. (2020a). Optimisation 
of tapioca peel powder as natural coagulant in removing chemical oxygen demand, ammonia nitrogen, 
turbidity, colour, and suspended solids from leachate sample. In Water and Environmental Engineering 
(pp. 69-86). UTHM Publishing. 

Mohd-Salleh, S. N. A., Shaylinda, M. Z. N., Othman, N., Azizan, M. O., Yashni, G., & Afnizan, W. M. W. 
(2020b). Sustainability analysis on landfilling and evaluation of characteristics in landfill leachate: A 
case study. In IOP Conference Series: Materials Science and Engineering, 736, Article 072002. https://
doi:10.1088/1757-899X/736/7/072002

Mohd-Salleh, S. N. A., Shaylinda, M. Z. N., Othman, N., Yasni, G., & Norshila, A. B. (2020c). Coagulation 
performance and mechanism of a new coagulant (Polyaluminium chloride-tapioca peel powder) for landfill 
leachate treatment. Journal of Engineering Science and Technology, 15(6), 3709-3722.

Ni, F., He, J., Wang, Y., & Luan, Z. (2015). Preparation and characterisation of a cost-effective red mud/
polyaluminum chloride composite coagulant for enhanced phosphate removal from aqueous solutions. 
Journal of Water Process Engineering, 6, 158-165.

Oladoja, N. A. (2016). Advances in the quest for substitute for synthetic organic polyelectrolytes as coagulant 
aid in water and wastewater treatment operations. Journal of Sustainable Chemistry and Pharmacy, 3, 
47-58. http://doi.org/10.1016/j.scp.2016.04.001

Rusdizal, N., Aziz, H. A., & Mohd-Omar, F. (2015). Potential use of polyaluminium chloride and tobacco leaf 
as coagulant and coagulant aid in post-treatment of landfill leachate. Avicenna Journal Environmental 
Health Engineering, 2(2), 1-5. http://doi.org/10.1007/978-3-7091-0693-8

Shaylinda, M. Z. N., Aziz, H. A., Adlan, M. N., Ariffin, A., Yusoff, M. S., & Dahlan, I. (2014). Treatability 
study of partially stabilized leachate by composite coagulant (Pre-hydrolyzed iron and tapioca flour). 
International Journal of Scientific Research in Knowledge, 2(7), 313-319. http://doi.org/10.12983/ijsrk-
2014-p0313-0319

Syafalni, Lim, H. K., Ismail, N., Abustan, I., Murshed, M. F., & Ahmad, A. (2012). Treatment of landfill leachate 
by using lateritic soil as a natural coagulant. Journal of Environmental Management, 112, 353-359. http://
doi.org/10.1016/j.jenvman.2012.08.001

Wang, B., Shui, Y., He, M., & Liu, P. (2017). Comparison of flocs characteristics using before and after 
composite coagulants under different coagulation mechanisms. Journal of Biochemical Engineering, 
121, 107-117. http://doi.org/10.1016/j.bej.2017.01.020

Yusoff, M. S., & Zuki, N. A. M. (2015). Optimum of treatment condition for Artocarpus heterophyllus seeds 
starch as natural coagulant aid in landfill leachate treatment by RSM. Journal of Applied Mechanics and 
Materials, 802, 484-489. http://doi.org/10.4028/www.scientific.net/ AMM.802.484



1516 Pertanika J. Sci. & Technol. 29 (3): 1503 - 1516 (2021)

Siti Nor Aishah Mohd-Salleh, Nur Shaylinda Mohd-Zin, Norzila Othman, Yashni Gopalakrishnan and Norshila Abu-Bakar

Zailani, L. W. M., Mohd-Amdan, N. S., & Shaylinda, M. Z. N. (2018). Characterisation of leachate at Simpang 
Renggam landfill site, Johor, Malaysia. In  IOP Conference Series: Earth and Environmental Science, 
140(1), Article 012053. http://doi.org/10.1088/17551315/140/1/012053

Zainol, N. A., Aziz, H. A., Yusoff, M. S., & Umar, M. (2011). The use of poly aluminum chloride for the 
treatment of landfill leachate via coagulation and flocculation processes. Research Journal of Chemical 
Sciences, 1(3), 34-39.



Pertanika J. Sci. & Technol. 29 (3): 1517 - 1534 (2021)

SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/

Article history:
Received: 4 January 2021
Accepted: 19 April 2021
Published: 19 July 2021

ARTICLE INFO

E-mail addresses:
kemsguy@gmail.com (Ekemini Monday Isokise) 
halim@upm.edu.my (Abdul Halim Abdullah) 
typ@upm.edu.my (Tan Yen Ping)
*Corresponding author

ISSN: 0128-7680
e-ISSN: 2231-8526 © Universiti Putra Malaysia Press

DOI: https://doi.org/10.47836/pjst.29.3.17

Sequestration of Pb(II) from Aqueous Environment by Palm 
Kernel Shell Activated Carbon: Isotherm and Kinetic Analyses 

Ekemini Monday Isokise1, Abdul Halim Abdullah1,2* and Tan Yen Ping2

1Material Synthesis and Characterization Laboratory, Institute of Advanced Technology, Universiti Putra 
Malaysia, 43400 UPM, Serdang, Selangor Darul Ehsan, Malaysia
2Department of Chemistry, Faculty of Science, Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor 
Darul Ehsan, Malaysia

the best-suited condition for the Pb(II) uptake 
was 0.13 g AC-4, 250 mg L-1 concentration, 
and pH 4. The Pb(II) entrapment process 
is thermodynamically exothermic and 
spontaneous. The adsorption data fit the 
Langmuir monolayer adsorption model, 
with 222 mg g-1 as maximum sorption 
capacity, and the Ho-second-order kinetics 
model suitably described the process rate.

Keywords: Activated carbon, adsorption, heavy 

metals, isotherm, palm kernel shell

ABSTRACT 

In this work, activated carbons were produced by the thermochemical treatment of palm 
kernel shells with different activation time. The developed products (activated carbon 
samples) were described by their surface area, porosity, and applied for lead(II) ions separation 
from liquid phase. By prolonging the activation time beyond 2h, some of the micropores 
collapsed to form mesopores without causing a significant transformation in the surface 
area. The influences of solution pH, mass of biosorbents, concentration of Pb(II) ions, and 
temperature on the entrapment of lead(II) ions explored. Based on experimental outcome, 
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INTRODUCTION

Presence of heavy metal ions, especially lead in water bodies constitute environmental 
pollution because they are not biodegradable and highly poisonous to human and aquatic 
organisms. The discharge of industrial effluent without apposite treatment, jeopardize 
the environment and consequently public health (Krika et al., 2016). Lead extrudes into 
the environment through mining and smelting, paint and rubber industries, and battery 
manufacturing, recycling, and disposal. Content of lead in industrial effluent varied 
from one industrial activity to another, while the regulated contamination level is 0 ppm, 
according to the United States Environmental Protection Agency (EPA, 2017). Several 
separation techniques, including electrocoagulation, chemical oxidation and precipitation, 
ion-exchange, and membrane filtration, are available for separating heavy metal ions from 
liquid phase. 

The methods highlighted above are not without shortcomings. For instance, chemical 
precipitation and coagulation methods are straightforward to operate and inexpensive, but 
excessive sludge is generated, leading to disposal problem. The ion-exchange treatment 
progression is non-selective and highly depend on pH (Malik et al., 2016). Adsorption is 
the favourable and commonly adopted technique for the sequestration of heavy metals 
ions because of its eco-friendliness and simple procedure, produce limited secondary 
environmental pollution, and capable of removing low concentration heavy metal ions 
(Zuo, 2014; Tang et al., 2017). Among various solid adsorbents employed, activated carbon 
is a widely used due to its larger surface area and porosity. The use of agricultural and 
industrial wastes as starting ingredients in the manufacture of activated carbon has gained 
interest because of the high expenses associated with commercial activated carbon, coal, 
and lignite. 

One of the major exporters of products from palm oil is Malaysia. The associated waste 
products generated from the industrial milling operation of the palm oil produce such as 
trunks, mesocarp fiber, empty fruit bunches, fronds, and its shells (Poudel et al., 2017; 
Sani et al., 2015). Approximately 60 % of the resulted fibers and shells are employed as 
fuel for electricity and steam generation, out of the industrial wastes (Shafie et al., 2012). 
This scenario highlights the necessity to convert the overwhelming waste biomaterials by 
searching for new economic applications. Because of the abundance of palm kernel shells 
(PKS), the translation of PKS to activated carbon is desirable and has received substantial 
attention (Table 1) as it proven to be a viable and sustainable ingredient for the activated 
carbon (AC) preparation (Xu et al., 2017). AC can be synthesized via the physical, chemical 
activation process or combination of both physical and chemical method of activation. 
During chemical activation operation, the use of activating agents, such as ZnCl2, KOH, 
and H3PO4, is vital in altering the textural features in PKS made ACs. H3PO4 is selected 
for this study due to lower environmental and toxicological challenge (Khadiran et al., 
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2014). These chemical agents are desiccating naturally and affect the thermal denaturing 
and thwart tar formation or development during the manufacturing of the activated carbon 
(Sayğılı & Güzel 2018). 

Numerous studies, as shown in Table 1, focused on the influence of carbonization 
temperature and the activating agent on the physicochemical features of the activated 
carbon. However, studies on the effect of activation time are limited. This study aimed to 
examine the impact of activation time on the physical and chemical features of the produced 
AC, and its adsorptive performance towards Pb(II) from liquid environment. To delineate 
the PKS sourced activated carbon capability in the management of lead-bearing wastewater, 
adsorption isotherm and kinetic data were also modeled and analyzed.

Table 1
Preparation and application of palm kernel shell based activated carbon

Preparation method Application Reference
Physical steam activation Palm Oil Mill Effluent Rugayah et al. (2014)

(800°C)

Chemical activation 
(ZnCl2, 550°C)

CO2 capture Hidayu and Muda (2016)

Chemical activation
(KOH, 500-900°C)

- Andas et al. (2017)

Chemical activation
(ZnCl2, 500-550°C, 1h)

Dye removal Garcia et al. (2018)

Chemical activation
(H3PO4, 550°C, 2h)

Water treatment
(Grey water)

Razi et al. (2018)

One stage CO2 activation CO2 capture Rashidi and Yusuf (2019)

MATERIALS AND METHOD

Preparation and Characterization of ACs (Biosorbents)

The PKS was impregnated first by concentrated orthophosphoric acid at the feed ratio of 
PKS to acid (1:2) based on weight. Measured 100 g of PKS powder was introduced to 
phosphoric acid (85 % by weight) solution (120 mL) and thoroughly agitated manually. 
The impregnated samples were oven-dried for 24 hours at 110°C. Then, the impregnated 
PKS sample (10 g) was thermally activated at 600°C in a vertical tubular furnace under 
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N2 gas flow of 20 mL min-1 for predetermined duration (1 to 4 hours). The resulting AC 
cooled to room temperature, then rinsed severally with deionized H2O, until the pH of the 
filtrate is constant, filtered, and oven-dried at 110°C for 24 hours. The powder activated 
carbon (AC) produced was denoted as AC-#, where # is the activation time of 1 to 4 hour.

The ACs pore diameter, volume and surface area was determined from N2 adsorption-
desorption isotherm (Quantachrome Autosorb-1) using the Brunauer–Emmet–Teller (BET) 
and Barrett-Joyner-Halenda (BJH) method, respectively. The iodine number and Methylene 
blue number was determined using standard procedures (Nunes & Guerreiro, 2011). The 
pH drift approach was employed to determine the zero-point charge (pHpzc) of the ACs 
(Wang et al., 2009; Wang & Jian, 2013).

Batch Adsorption Experiments

The lead(II) ions stock solution was prepared by adding predetermined mass of Pb(NO3)2 
salt (Fisher Scientific, Malaysia) in 1.0 L deionized water in a volumetric flask. Prior to 
each experimental adsorption study, solution of various Pb(II) ion concentrations were 
made via dilution of the standard solution with deionized water. The adsorptive uptake 
of Pb(II) onto the activated carbon as a function of time, amount of adsorbent (0.1-0.6 
g), Pb(II) concentration (100-250 mg L-1), initial solution pH (1-5) and temperature (25-
50 °C) were investigated using batch experiment. The solution pH was varied to the 
predefined value by the dropwise addition of 1.0 M NaOH or HCl solution. In a typical 
adsorption experiment, a measured quantity of AC add into 250 mL flasks containing 
200 mL of identified concentration of Pb(II) ions. The mixture was agitated at 110 rpm 
speed using a temperature-controlled water bath shaker (Memmert, Germany) for 120 
min. At certain time intervals, an aliquot of the sample was collected and analyzed using 
an AAS spectrophotometer (Thermo Scientific-S series). All experiments were executed 
in triplicates at 25oC. The extent (%) of metal uptake and the adsorption capacity was 
determined respectively by Equations 1 and 2. 

                            			   [1]

		        	  				    [2]

C0 (mg L-1) denote initial concentration of Pb(II) ions, qt (mg g-1) and Ct (mg L-1) is the 
amount of Pb(II) adsorbed by the AC adsorbent and the Pb(II) concentration in solution at 
time t, respectively. V (L) and m (g) represent respectively the volume of metal solution, 
and weight of AC used.
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RESULTS AND DISCUSSION

Surface Characterization of Prepared AC

The percentage yield of the produced ACs at different activation time is presented in 
Table 2. The decrease in the yield of AC-1 to AC-4 is due to the increased loss of volatile 
constituents in the PKS with longer activation time.

Table 2
N2-BET surface area and porosity of PKS activated carbons prepared at different activation times

Sample Yield
(%)

Surface Area
(m2/g)

Average Pore
D(Å)

Micropore Volume 
(cm³/g)

AC-1 47.4 1059 21.631 0.6442
AC-2 44.3 1083 25.290 0.6956
AC-3 42.6 1004 22.557 0.0625
AC-4 39.8 1040 21.092 0.5551

The adsorption and desorption isotherm of N2 at -196oC of the prepared activated 
carbons is shown in Figure 1. Both AC-1 and AC-2 exhibited the typical type I isotherm 
as IUPAC classification, which suggests a predominantly microporous structure activated 
carbon. However, at prolonged activation time, the adsorption isotherm showed type IV 
isotherm and a small hysteresis loop, indicating the development of mesopores in the 
sample. Figure 2 displays the distribution of pore size of the prepared ACs, confirmed the 
change in the porosity of the ACs from microporous to micro-mesoporous with longer 
activation period. Table 2 also reveals that the surface area and the porosity of the ACs 
increase with increasing activation time up to 2h before it decreases at prolonged activation 
time. This result shows that the number of micropores increases initially, which corresponds 
to the increased surface area but then collapsed to form mesopores, bring about a shrinkage 
in the surface area of the AC. 

The amounts of micropores and mesopores of the prepared ACs can be deduced from 
iodine value and methylene blue (MB) value, respectively. Figure 3 depicts the iodine and 
MB sorption onto the PKS based activated carbon samples. The iodine and MB adsorption 
capacity increased by 15% and 10% when the activation time is prolonged from 1 to 4 h. 
This result indicates a small change in porosity with lengthier activation time, this agreed 
with the previous report of Mopoung et al. (2015). A slight reduction in iodine value at 4 
h activation time could be probably associated to the collapse of the micropores to form 
mesopores.
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Figure 1. N2 adsorption-desorption isotherm for (a) AC-1, (b) AC-2, (c) AC-3 and (d) AC-4

Figure 2. Pore size distribution of the prepared ACs
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Adsorption Performance of Activated Carbon

To select the best adsorbent, the produced ACs were screened by adsorbing Pb(II) ion in 
batch adsorption studies. Figure 4 depicts that there is insignificant variance in the Pb(II) 
ion uptake by AC-3 and AC-4. In this work, AC-4 was selected as an adsorbent for other 
experiments due to highest adsorption capacity.

Figure 5 shows the extent (in %) of Pb(II) removal and the AC-4 sorption capacity, 
as a function of adsorbent quantity. The percentage Pb(II) sequestration increased as the 
AC dose increases to 0.2 g but remained quite constant with further mass increment. 
This observation could be due to the agglomeration of adsorbent, inhibiting Pb(II) from 
attaching to the AC surface. However, the adsorption capacity (qe) presented the opposite 
trend. The decline is attributable to the growing number of vacant sites as the ratio of lead 
(II) ions to the sorption sites reduces with increasing AC doses (Amarasinghe & Williams, 
2007). Judging by both the extent of lead uptake and the amount adsorbed, the optimum 
AC weight for the separation experiment is selected as 0.13 g. 

Figure 6 illustrates the time and initial lead (II) concentration as parameters that 
influence the uptake Pb(II) by AC. The removal extent decreases as the initial concentration 
of Pb(II) ion increases, while the quantity adsorbed increases. With a fixed amount of AC, 
the number of available vacant sites is constant. At low concentration of metal ion, the 
ratio of adsorption sites to lead ion is large, leading to a high percentage of removal (Figure 
6A). However, this ratio becomes smaller at high metal concentration, ensuing into a lower 

Figure 3. Iodine and MB uptake by various AC samples
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Figure 4. Removal of Pb by activated carbon prepared at different activation time

(Condition: 50 mg L-1 of Pb(II); 0.1 g of AC, pH of solution = 4)

Figure 5. Extent of Pb(II) ion uptake and adsorption capacity of AC-4 at different adsorbent dosage. (Pb(II) 
= 50 mg L-1; Solution pH = 4)
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percentage lead removal. In the same vein, as the lead concentration increases, the driving 
power to subdue the resistance between metal ion in aqueous phase and solid sorbent 
phases becomes stronger, culminate to rise in adsorption capability. The adsorption ability 
increased rapidly up during the first 40 min contact time of the experiment as revealed in 
Figure 6B. This is associated to the handiness of a greater number of unoccupied sorption 
sites. It then gradually decreased because of repulsion forces between the attached metal 
ions and the ions present in the mixture, eventually equilibrium is attained as the solid 
surface become saturated.

Figure 6. The adsorption of various concentration of Pb(II) ions on AC-4 (Condition: 0.13 g AC-4, pH of 
solution = 4)

The pH has an essential influence on the separation of metals because it defines the 
charge on adsorbent surface, the ionization extent, and speciation of adsorbate (Mouni 
et al., 2011). The pH of point zero charge, pHpzc, of the AC-4, as estimated using the pH 
drift method, was 2.8, which implies that the biosorbent surface was charged positively at 
pH < 2.8 and negatively charged at pH higher than 2.8.  Since lead ions are well-known 
for precipitation [Pb(OH)2] at pH greater than 7, the impact of solution pH on Pb(II) ions 
entrapment onto AC-4 was examined in 1-5 pH range (Figure 7).

The quantity of lead ion adsorbed was found low in highly acidic environments (pH 
1-2) owing to existence of electrostatic revulsion between metal ions and positively charged 
AC-4 surface. Moreover, struggle for the vacant sites between the abundantly available 
H+ ions and Pb(II) ion, also propelled reduction in Pb(II) uptake. The uptake of lead ion 
is more significant at a pH range of 3 to 5, with the highest sorption capacity of 93 mg g-1 
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observed at pH 4. The enhancement of the quantity of adsorbed Pb(II) was induced by the 
electrostatic attraction between the metal ion and the AC-4 negatively charged surface. 
This phenomenon was also described by Zaini et al. (2009) in batch entrapment of lead 
unto cattle-manure-compost based AC. A decline in Pb(II) removal was witnessed at pH 
above 4, this is due to soluble hydroxide complexes formation.

 

Figure 7. Sequestration of Pb(II) on AC-4 at different pH of the Pb(II) solution (Condition: 0.13 g AC-4; 80 
mg L-1 Pb(II))
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Adsorption Isotherm, Kinetics, and Thermodynamics

To delineate the lead ions sequestration pattern, the adsorption behavior of lead on AC-4 
was explored by fitting the experimental data to the Langmuir and Freundlich adsorption 
isotherm model. The linear form of the two models is respectively, represented by Equation 
3 and 4.

						      [3]

						    
                                                                                                                                   [4]

Ce and qe represents the concentration (mg L-1) of lead ions, and the quantity (mg g-1) of 
Pb(II) ion entrapped at equilibrium. qm is the Langmuir maximum adsorption capacity (mg 
g-1). KL represents the Langmuir parameter (L mg-1) associated with the binding site affinity. 
n and KF are Freundlich constants associated with the intensity and sorption capacity, 
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respectively.  The results presented in Figure 8 and Table 3 show that the Langmuir model 
provides a well fit with a R2-value of 0.992, signifying a monolayer adsorption process. 
However, the possibility of multi-layer adsorption is not ruled out based on the R2 value 
greater than 0.8 as indicated by Table 3. 

C e
/q

e

Ln
q e

Ce Ln Ce

Figure 8. Adsorption isotherm of Pb(II) linearized according to (a) Langmuir (b) Freundlich

Table 3
Isotherm parameters for Pb(II) sequestration onto AC-4

AC-4

Langmuir isotherm Freundlich isotherm
qm (mg g-1) KL (L mg-1) R2 KF n R2

222.22 0.067 0.992 59.43 3.85 0.843

The adsorption experimental data were also fitted to proven kinetics models; pseudo-
first order (PFO), pseudo-second order (PSO), and intraparticle diffusion (IPD), to analyse 
the adsorption mechanism and estimate the reaction rate constant. The linearized form of 
the PFO and PSO kinetic models are presented, accordingly in Equations 5 and 6.

				    [5]

				               	      	 [6]
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where k1 and k2 represent the rate constant for the PFO and PSO, while qe and qt denote 
respectively the quantity of lead ions adsorbed at equilibrium and at any specified time t. The 
model constants, sorption capacities, and the correlation coefficient (R2) for the Pb(II) ion 
uptake at different concentrations, on AC-4 are presented in Table 4. According to R2 values 
and the excellent closeness of the calculated qe to the experimental qe, the adsorption data 
fitted the PSO kinetics well, indicating that the sorption process is ruled by the handiness 
of the vacant adsorption sites than the lead ion concentrations (Arshadi et al., 2014). The 
entrapment process strongly involved complexation of metal ions with the binding sites 
on AC-4. Hence, chemical adsorption is assumed the rate controlling step.

The impact of diffusion in the mechanism of lead ion uptake was analyzed employing 
the intra-particle diffusion (IPD) model, in which its linear form is defined by Equation 7.

					     [7]

kid is the intra-particle diffusion rate constant (mg g-1.min-1/2), and C is attributed to the 
boundary layer depth. The IPD model plot, Figure 9 illustrated multilinearities throughout 
the whole-time range, an indication of a multi-step sorption process. The initial first step 
is due to the entrapment of lead onto the adsorbent’s surface through boundary layer 
diffusion (Abdelwahab et al., 2013), while the subsequent adsorption step is attributed to 
the pore diffusion of metal ions into the solid adsorbent where the rate controlling step is 
IPD (Gao et al., 2013). 
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Figure 9. The IPD modeling of Pb uptake by AC-4 at varied concentrations (Initial pH = 4; ads. dosage = 0.13 g)



Pertanika J. Sci. & Technol. 29 (3): 1517 - 1534 (2021) 1529

Sequestration of Pb(II) from Aqueous Environment

Table 4 
Kinetics parameters for sequestration of lead (II) on AC-4

C0 (mg L-1) 100 150 200 250
qe, expt. ( mg g-1) 125.7 157.4 195.1 195.9

PFO
qe, calc. (mg g-1) 86.5 90.6 119.8 91.2
k1 (min-1) 0.0514 0.0450 0.0286 0.0344
R2 0.9949 0.9672 0.9925 0.9164

PSO
qe, calc. ( mg g-1) 135.1 161.3 212.8 208.3
k2 (g mg-1 min-1) 9.54 × 10-4 9.61× 10-4 3.57 × 10-4 7.68 × 10-4

R2 0.9998 0.9972 0.9985 0.9983

IPD
k1 12.49 18.13 15.10 17.35
R2 0.9966 0.9892 0.9804 0.9174
k2 2.37 3.11 6.34 1.30
R2 0.9781 0.8114 0.9758 0.9612

Adsorption thermodynamics of Pb(II) on AC-4 was study by carrying out the adsorption 
experiment at different temperatures. The thermodynamic parameters, namely Gibb’s free 
energy (∆Go), enthalpy (∆Ho) and entropy (∆So) associated with the Pb(II) uptake, were 
calculated with the aid of Equations 8-10:

∆Go = - RT In KC
                                                                                                                                    [8]

                                                                [9]

KC = Cads/Csol
                                                                                                           			   [10]

R represent the universal gas constant, KC denote the equilibrium constant, and Cads and 
Csol is the concentration of Pb(II) adsorbed on the AC-4 and present in the solution at 
equilibrium, respectively. By using van’t Hoff plot (Figure 10), the ∆Ho and ∆So can be 
estimated from the gradient and intercept of the linear graph. ∆Go, ∆Ho, and ∆So deduced are 
presented in the inset of Figure 9.  With increasing temperature, the ∆Go value became more 
negative, indicating the increase in the degree of spontaneity, attributed to the increased 
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mobility and diffusion of the ions into the adsorbent’s pore sites. As for enthalpy, the value 
is negative and fall between 2.1 and 20 kJ mol-1, designating that uptake of lead(II) ion 
by AC-4 is a physical sorption process and exothermic (in nature). Furthermore, there is 
decline in the randomness at the AC sorbent-Pb(II) adsorbate solution interface during 
Pb(II) uptake as revealed by the negative entropy value. This is consistent with the report 
by Hannachi et al. (2019) on the separation of cadmium ions from aqueous environment 
with novel xerogel adsorbents.

y = 1166.8x - 3.971
R² = 0.9942

-0.4

-0.3

-0.2

-0.1

0
3.00E-03 3.10E-03 3.20E-03 3.30E-03 3.40E-03

Ln
 K

1/T (K-1)

Figure 10. Vant Hoff plot for Pb(II) uptake and the thermodynamic parameters

The sorption capacity of AC-4 is compared with previous work reported in the literature 
(Table 5) in evaluating the potential use of the AC derived from the palm kernel shell to 
remove Pb(II) in water. The AC-4 shows higher capacities for lead removal compared to 
activated carbons derived from other agro-wastes. The significant variation in the adsorbent 
capacity could be due to the precursor properties, the methods in the synthesis of the AC, 
and the experimental adsorption conditions used.
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CONCLUSION

Conversion of PKS to microporous AC biosorbents was successful via the chemical and 
thermal activation method. Although, extension of the activation period beyond 2 hours 
ensued in the collapse of micropores to mesopore, the surface area of the activated carbons 
was not significantly affected. The activated carbon produced after 4 hours of activation time 
(AC-4) exhibited the highest adsorption capacity towards lead metal uptake from aqueous 
solution. The suited optimum condition for the sequestration of Pb(II) was 0.13 g AC-4, 
250 mg/L Pb(II) solution, and pH 4. The entrapment of Pb(II) on AC-4, was spontaneous 
and exothermic. The adsorption fitted the Langmuir adsorption model, with a maximum 
adsorption capacity of 222 mg/g, and the pseudo-second-order kinetics model signifying 
chemisorption between biosorbents and lead molecules. The produced activated carbon is 
efficient in removing heavy metal ions in the aqueous environment and could be used as 
promising adsorbent for the removal of lead ion during wastewater and water treatment.
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the other models (Langmuir, Temkin and 
BET). The maximum adsorption capacity 
was 32.02 mg/g. Rhodamine 6G removal 
by CS-NMAC obeyed the pseudo-second-
order reaction (R2 = 0.9995) as opposed to 
other kinetic models. CS-NMAC has the 
potential to become an effective treatment 
for dye pollution. 
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Rhodamine 6G

ABSTRACT

Untreated effluents from the textile industry containing colorant dyes are harmful to the 
environment, aquatic organisms, and human health. Among these effluents, Rhodamine 
6G is known as a corrosive and irritant dye. A coconut shell-derived nanomagnetic 
adsorbent composite (CS-NMAC) was developed to remove Rhodamine 6G from 
aqueous solution. Physical and adsorption properties of CS-NMAC were characterized 
via Brunauer–Emmett–Teller (BET) surface area analysis (SBET: 1092.17 m2/g; total pore 
volume: 0.6715 cm3/g), X-ray diffraction (Fe3O4 [θ=35.522], Fe2O3 [θ=35.720] and FeO 
[θ=41.724]) and Fourier transform infrared spectroscopy (Fe–O, C–H, asymmetric C=C=C, 
CN and O–H). CS-NMAC was found to be electropositive within a broad pH range of 
3–10) owing to the presence of nanoscale iron oxides on the surface of the coconut shell-
derived adsorbent that enhanced the chemical and electrochemical outputs. Isotherm 
study revealed that the adsorption process of Rhodamine 6G followed a multilayer type of 
adsorption onto a heterogeneous surface. Freundlich model fitted better (R2 = 0.981) than 
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INTRODUCTION

Textile operators are the 3rd largest exporter of Malaysian products and a notable 
contributor to the country’s economic growth (Azlan & Haseeb, 2019). However, the 
industry consumes enormous amounts of water and dyes during manufacturing processes. 
The effluents containing dyes derived from the textile industry continuously contaminate 
the water resources (Sundarajoo & Maniyam, 2019). 

Rhodamine 6G is an azo dye with one or more –N=N– groups attached to an aromatic 
structure. The dye is chemically stable and recalcitrant because of its chromophoric 
characteristics (Miranda et al., 2019). 

Exposure to Rhodamine 6G dye is detrimental to health as it can cause allergic 
dermatitis and severe damage to the nervous system (Rasheed & Bilal, 2017). Over the 
past decades, many approaches for cleaning up dye pollutants have been developed and 
applied (Sahu & Singh, 2019). According to Wimalawansa (2013), the commonly used 
water treatment methods are chemical coagulation, sludge sedimentation, filtration, reverse 
osmosis, and carbon adsorption. Among these methods, activated carbon is widely used in 
the industry to remove dye pollutants. Although activated carbon is effective for cleaning 
up dye pollutants, its cost can become high (Sahu & Singh, 2019). Several approaches 
that involve the use of adsorbents have been proposed to overcome this problem. For 
example, Clitoria fairchildiana pods can adsorb up to 73.84 mg g−1 of Rhodamine 6G 
dye through chemisorption, but its application is time consuming (Miranda et al., 2019). 
Ni–Al-layered double oxides can remove dyes with 16% removal efficiency (Intachai et 
al., 2019). Therefore, high-quality adsorbents must not only be cost effective but also have 
competitive performance and are environmentally friendly (Suwunwong et al., 2020). 

Various biocarbon materials have attracted increased attention owing to their 
innovativeness, modifiability, low cost, ease of preparation and ecofriendliness. Biocarbon 
is a carbon-rich, porous, and finely ground materials derived from carbonaceous biomass 
through limited air thermal decomposition process (Godwin et al., 2019). The biocarbon 
surface is generally negatively charged because of the dissociation of functional groups 
containing oxygen. As biocarbon uses carbonaceous biomass for processing, agricultural 
wastes can be possibly exploited to produce biocarbon (Vyavahare et al., 2019). Coconut 
wastes have been identified as a potential carbonaceous biomass for biocarbon because 
of its abundance, high biodegradability, and low cost (Nadzri et al., 2020). Moreover, the 
ash of coconut shells contains silicon oxide (SiO2) at the same level as the components 
of metal matrix composites (Bahrami et al., 2016). The International Union of Pure and 
Applied Chemistry classifies the pore diameter of coconut shell biocarbon (micropores) 
with mesoporosity having the average pore diameter of adsorbent pores (Muzarpar et al., 
2020). Therefore, the biocarbon derived from coconut shells is a potent adsorbent (Nadzri 
et al., 2020).



Pertanika J. Sci. & Technol. 29 (3): 1535 - 1556 (2021) 1537

Coconut Shell-Derived Nanomagnetic Adsorbent Composite

Although the performance of biocarbon in removing pollutants is effective, the 
separation of powdered biocarbon from an aqueous solution is difficult (Godwin et al., 
2019). Physical modifications have been made to overcome this problem. Magnetic 
precursors, such as hematite, magnetite, siderite, and pyrite, are transformed into magnetic 
particles and attached onto the biocarbon surface. The application of magnetic particles 
to the separation process has been getting attention since the 1990s (Booker et al., 
1991). Magnetic properties facilitate the separation of biocarbon from aqueous solution, 
thereby avoiding secondary pollution (Feng et al., 2020). However, magnetic powdered 
carbon adsorbent aggregates with weak dispersion in the presence of a magnetic field; 
thus, the application of iron oxide nanoparticles to powdered activated carbon not only 
rapidly adsorbs contaminants but also has a stronger ferromagnetic property that can be 
homogeneously dispersed in solution (Guo et al., 2020).

Moreover, the synthesis of coconut shell-derived nanomagnetic adsorbent composites 
(CS-NMAC) involves chemical coprecipitation. In this study, chemical coprecipitation was 
adopted because this process is easy to control. The common magnetic precursors used in 
the chemical coprecipitation were Fe3+ and Fe2+. A magnetic precipitate was generated on 
the surface of the adsorbent composite by adding an alkaline solution into the magnetic 
precursor solution with the dispersed adsorbent composites (Feng et al., 2021). Furthermore, 
a surfactant crosslinker was applied in the synthesis process to obtain relatively stable 
nanomagnetic adsorbent composites (Li et al., 2019). 

Many studies have investigated the adsorption of Rhodamine 6G. However, the 
mechanism of adsorption by CS-NMAC has not been elucidated yet. CS-NMAC contains 
magnetite (FeO−) that has an interesting property: it is an amphoteric compound. Therefore, 
the efficiency of dye removal using CS-NMAC was investigated in terms of isotherm, 
kinetics, and mechanisms during adsorption reaction. 

MATERIALS AND METHODS

Chemicals and Reagents 

All chemicals and reagents used in this study, namely, ammonium hydroxide (NH3.
H2O), ammonium hydroxide (NH4OH), hydrochloric acid (HCl), nitric acid (HNO3), 
sulfuric acid (H2SO4), sodium hydroxide (NaOH), potassium hydroxide (KOH), iron 
(III) chloride hexahydrate (FeCl3.6H2O), iron (II) sulphate heptahydrate (FeSO4.7H2O), 
potassium hydroxide (KOH), 70% of ethanol and distilled water, were of analytical grade. 
Commercial activated carbon (CAC) obtained from Friendemann Schmidt. Rhodamine 
6G dye was purchased from Sigma Life Science. Rhodamine 6G, also known as basic 
red 1 (C28H31N2O3Cl), with 95% dye content was used without further purification. The 
properties of Rhodamine 6G are given in Table 1.
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Table 1
Properties of Rhodamine 6G

Molecular 
name

Molecular 
formula

Molecular structure Molecular 
weight 

(g mol−1)

Solubility 
(mg 

mL−1)

Colour

Rhodamine 
6G

C28H31ClN2O3 479.01 20 Red 
brown

Preparation of CS-NMAC

The preparation process commenced with carbonization of raw CS via the modified top 
lit up draft carbonization drum method. Afterward, the carbonized CS was ground into 
powder. CS-NMAC was prepared following a previously described method with slight 
modifications (Sannasi et al., 2021; Wannahari et al., 2018). The specific surface area and 
pore volume of the carbonized CS powder were increased by subjecting it to KOH activation 
at a ratio of 1:3 (carbonized CS powder:KOH) with slow agitation. The mixture was left 
for approximately 5–6 h to ensure complete intercalation of K into carbon compound. 
The intercalation reaction resulted in permanent expansion of carbon lattice in the carbon 
matrix (Wang & Kaskel, 2012). Subsequently, KOH was washed away from the expanded 
carbon lattice in the carbon matrix by repeatedly using deionized water (ddH2O). The clean 
powder was dried at 90°C–100°C prior to heating at 800°C–900°C at a rate of 10°C/min 
for 15–30 min in a muffle furnace. The obtained sample allowed to cool down and then 
neutralized with 5% HCl before subsequent modification steps. CS-NMAC synthesis 
involved treatment with nitric acid (HNO3) solution for 1 h at 80 °C to remove impurities 
from the adsorbent surface. A solution was then prepared with continuous stirring. First, 
FeCl3.6H2O and FeSO4.7H2O were dissolved in 450 mL of ddH2O for 30 min at 30°C. 
Afterward, 30–60 mL of NH4OH was added at 70°C for 1 h, followed by 5 g ammonium 
hydroxide (NH3.H2O) solution and the CS-modified biocarbon powder. Finally, 6 mL of 
epichlorohydrin was added into the solution and mixed at 85°C for 1 h. Epichlorohydrin 
served as a crosslinker to form chemical bonds between Fe3O4 and the CS-modified 
biocarbon powder. The solution was sonicated (Q Sonica) at 80 λ for 1 h, followed by more 
continuous stirring at 85°C for 1 h. The mixture that formed with precipitate allowed to 
cool down at 28°C, and the precipitate was washed with ddH2O and ethanol. The sample 
(CS-NMAC) was dried at 50°C and collected using an external magnetic bar. The chemical 
reaction for generating CS-NMAC is as defined in Equations 1 and 2.
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2FeCl3.6H2O + FeSO4.7H2O + 8NH4OH → 6NH4Cl + (NH4)2SO4 +Fe3O4 + 17H2O           	
										                 (1)

CS + Fe3O4 + H2O → CS-NMAC                                                                                         (2)

Sample Purification

The newly synthesized CS-NMAC was sorted according to particle size range by using 
a sieve filter (45–300 μm). The samples were repeatedly washed and filtered to remove 
impurities until the filter appeared clear with a pH approaching 7. The samples were dried 
in an oven at 80°C for 3–5 d and later kept in a container prior to use. 

Characterization of CS-NMAC

Images of CAC and CS-NMAC were obtained using a scanning electron microscope (Jeol 
JSM-IT100) with a voltage of 10 KV at 2000× magnification. CS-NMAC morphology 
was examined via X-ray diffraction (XRD; Bruker, D8 Advance XRD) under following 
conditions: room temperature; CuKα radiation λ=1.5406 Å; and scan range 2θ: 5°–90°0. 
The diffraction peaks were analysed using the Diffract Plus Eva software. CS-NMAC 
surface characteristics, including Brunauer–Emmett–Teller (BET) surface area, pore 
volume and pore size, were obtained via BET analysis of N2 adsorption–desorption isotherm 
measurement at 77 K. Infrared spectrum of absorption was measured via Fourier transform 
infrared (FTIR) spectroscopy to identify chemical bonds. Functional groups and molecular 
components were detected and identified from the infrared absorption spectrum (Jasmin 
et al., 2013).  

Effect of Contact Time and pH

The experiment was performed in batch mode under following parameters: room 
temperature (27 °C); 25.5 mg L−1 initial dye concentration; 0.05 g CS-NMAC; and agitation 
at 150 rpm (Orbital shaker 14A-OBS602). The effects of contact time were evaluated by 
analysing the samples for 15–60 min and again for 5–30 min to determine the existence of 
quasiequilibrium situation according to patterns of adsorption at shorter times. The effects 
of pH were assessed by analysing the samples at pH 3–10.

Batch Adsorption Experiment

First, 0.05 g of CS-NMAC was added into Rhodamine 6G solution at different concentrations 
(1–15 mg/mL) and agitated at 150 rpm. Afterward, CS-NMAC was separated from the 
sample solution using an external magnetic bar. The remaining solution was analysed using 
a Thermo Scientific Genesys 20 UV–Visible spectrophotometer at 440–570 nm.

The adsorption capacity of Rhodamine 6G dye by CS-NMAC at equilibrium, qe (mg/g), 
was determined by Equation 3.
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qe = [ ] V,								               (3)

where qe is the amount of Rhodamine 6G dye adsorbed to the adsorbent (mg/g or mg 
g−1), Co is the initial concentration of Rhodamine 6G dye (mg L−1), Ce is the equilibrium 
concentration of Rhodamine 6G dye (mg L−1), V is the volume of solution (L) and W is 
the weight of adsorbents (CS-NMAC) used (g). 

The percentage of Rhodamine 6G dye removal was calculated from Equation 4.

% Adsorption or % Dye Removal = [ ] × 100% 			         (4)

Where Co (mg L−1) and Ce (mg L−1) are the initial concentration and the equilibrium 
concentration of Rhodamine 6G dye, respectively. 

Adsorption Isotherm and Kinetic Studies

Adsorption equilibrium experiments were conducted using different concentrations of 
Rhodamine 6G dye solution (5, 10, 15, 20, and 25 mg L−1) under optimized parameters: 
contact time of 14.33 min, adsorbent dose of 0.05 g, particle size of 190.26 µm and pH 
6.54. The equilibrium data calculated from the formula were used to fit the corresponding 
isotherm models. Freundlich, Langmuir and Temkin isotherms are widely adopted in dye 
removal studies (Santhi & Kumar, 2015; Wannahari et al., 2018). Variations in different 
isotherm models with their corresponding linear form of isotherm models are presented in 
Table 2. In the present study, Langmuir, Freundlich and Temkin isotherms were calculated 
using Equations 5, 6, and 7, respectively, to determine the adsorption capacity of the 
adsorbents at different concentrations of dye solution.

                    					         (5)

Where qe is the uptake of Rhodamine 6G at equilibrium (mg/g), qm is Langmuir maximum 
uptake of adsorbate per unit mass of adsorbent (mg/g), KL is Langmuir constant related to 
rate of adsorption (L/mg) and Ce is concentration of Rhodamine 6G at equilibrium (mg/L) 
(Wannahri et al., 2018). 

           						           (6)

Where qe is the uptake of Rhodamine 6G at equilibrium (mg/g), KF is the Freundlich 
adsorption constant (L/mg) and Ce is the concentration of Rhodamine 6G at equilibrium 
(Wannahari et al., 2018).

      					            (7)
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Where qe is the uptake at equilibrium (mg/gb), b is Temkin constant (heat of sorption) 
(J/mol) and Kt is Temkin isotherm constant (Lg−1) (Nimibofa et al., 2017).

The kinetics of Rhodamine 6G removal were investigated under optimized parameters 
of 26.12 mg/L dye concentration, 0.05 g adsorbent dose, 190.26 µm particle size and pH 
6.54 and different contact times ranging from 5 min to 25 min with a time interval of 5 
min. The kinetics of Rhodamine 6G adsorption from aqueous solution were analysed 
using pseudo-first-order, pseudo-second order and intra-particle diffusion models. 
The compatibility of the experimental data with the kinetic model was ensured using 
the correlation coefficient (R2) value. A high R2 value indicates that the model fits the 
Rhodamine 6G dye adsorption kinetics (Vijayakumar et al., 2012). The equations for 
pseudo-first-order, pseudo-second order and intra-particle diffusion kinetic models are 
given in Equation 8, 9, and 10, respectively. 

         						             (8)

Where qe is the amount of Rhodamine 6G adsorbed at equilibrium (mg/g), qt is the amount 
of dye adsorbed at any time (mg/g) and K1 is a rate constant of the pseudo-first-order kinetic 
model (min−1) (Vijayakumar et al., 2012). 

                         						             (9)

Where qe is the uptake of Rhodamine 6G at equilibrium (mg/g), qt is the uptake of 
Rhodamine 6G at any time (mg/g) and K2 is the rate constant for pseudo-second-order 
kinetic model (min−1) (Vijayakumar et al., 2012).

                                						           (10)

Where qt is the uptake of Rhodamine 6G at any time (mg/g), kt is intra-particle diffusion 
rate constant (mg/g. min−1) and c is a constant of the thickness of the boundary layer (mg/g) 
(Wannahari et al., 2018). 

Comparison between CS-NMAC and CAC in Rhodamine 6G removal

First, 0.05 g each of 74–250 μm CS-NMAC and CAC was added into an Erlenmeyer flask 
containing 26 mg/L Rhodamine 6G (pH 6.54). Afterward, the samples were agitated at 
180 rpm for 14 min. The sample containing CS-NMAC was then separated using a magnet 
and a filter paper. Meanwhile, the sample containing CAC was filtered using a filter paper. 
Finally, the absorbance at 530 nm for each sample was recorded using a spectrophotometer.

RESULTS AND DISCUSSION

Characterization of CS-NMAC

The morphological structures of both CAC and CS-NMAC are presented in Figure 1. 
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Compared with CAC, iron oxide nanoparticles are embedded on the CS-NMAC matrix 
without obvious aggregations. This condition indicated that the CS-NMAC matrix and the 
iron oxide nanoparticles had a good mechanical binding. 

(a)

(b)

Figure 1. SEM images of (a) CAC and (b) CS-NMAC at 2000× magnification at 10.0 kV
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The surface of the CS-derived adsorbent was modified by adding iron oxide 
nanoparticles. The existence of these nanosized iron oxide materials on the surface of 
CS-NMAC was confirmed via XRD analysis (Figure 2). The iron oxide nanoparticles, 
namely, magnetite (Fe3O4), maghemite (ɤ-Fe2O3), hematite (α-Fe2O3) and wuestite (FeO), 
are superparamagnetic; thus, they display a strong ferromagnetic behaviour (Kandpal et 
al., 2014).

Figure 2. X-ray diffractogram for CS-NMAC with 100% relative intensity spectra for Fe3O4 (θ=35.522), Fe2O3 
(θ=35.720) and FeO (θ=41.724)

The BET surface area (SBET) and total pore volume (TPV) of CS-NMAC were 1092.17 
m2/g and 0.6715 cm3/g, respectively. These SBET and TPV values of CS-NMAC were higher 
than those of other magnetic adsorbents reported in the literature: -magnetic iron oxide 
nanoparticles derived from Cyanometra ramiflora fruit extract waste (107.97 m2/g, 0.13 
cm3/g) (Bishnoi et al., 2017); magnetic biochar derived from Astragalus membranaceus 
residues (203.7 m2/g, 0.187 cm3/g) (Kong et al., 2017); activated carbon derived magnetic 
CS (951.84 m2/g, 0.6715 cm3/g) (Hao et al., 2018); and magnetic corn waste straw (313.9 
m2/g, 0.22 cm3/g) (Khan et al., 2020). Thus, CS-NMAC is expected to have a better 
performance in adsorption than the magnetic iron oxide nanoparticles derived from other 
carbonaceous biomass owing to its high porosity.

Effects of Contact Time and pH

The effects of contact time on the percentage of Rhodamine 6G removal are depicted 
in Figure 3(a). The percentage of Rhodamine 6G removed was paltry after 33 min. 
Thus, steady state approximation was likely reached, and this result was accepted as a 
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quasiequilibrium situation (Mane & Babu, 2011). By contrast, at the second phase (after 
33 min), the process became slow as repulsive forces occurred between the adsorbate and 
the adsorbent. The reaction achieved the maximum point when a longer contact time was 
applied. 

The quasiequilibrium situation for a shorter time (below 30 min) was also tested in 
a separate experiment [Figure 3(b)]. The percentage of dye removed gradually increased 
from 5 min to 20 min, and the increase in the amount of dye removed was small from 20 
min to 30 min. According to Patrick et al. (2014), at the initial phase of the adsorption 
process, adsorption rapidly occurs there are more vacant and available sites.

Figure 3. Percentage removal (%) of Rhodamine 6G by CS-NMAC in batch adsorption reaction at 27°C, 150 
rpm and 0.05 g CS-NMAC according to (a) 15–60 min and (b) 5–30 min of contact time.

The initial solution pH was tested because pH governs the surface charge of CS-NMAC 
and speciation of polluting dyes. The percentage of dye removed increased as pH increased 
(Figure 4), demonstrating that CS-NMAC was electropositive within a wide range of 
pH from 3 to 10. The initial pH of the dye solution affected the functional groups on the 
surface of CS-NMAC. Adsorption occurred because of electrostatic interaction (alkene) 
and hydrogen bonding (hydroxyl) on the surface of CS-NMAC and the dye. According to 
Ahmadgurabi et al., (2018), the cationic functional group (NH+) of Rhodamine 6G forms a 
hydrogen bond with the anionic functional (FeO−) of CS-NMAC in basic pH media. Such 
reaction occurred because magnetite (FeO−) has amphoteric properties. Moreover, the 
nature of CS-NMAC was electropositive within a wide pH range (3–10) during adsorption 
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because the alkaline mineral ash on the surface of the adsorbent was released into the 
solution (Kuang et al., 2020). 

Furthermore, pH only had a slight effect on the percentage of dye removed not only 
because of the presence of amphoteric FeO− functional group on the CS-NMAC surface 
but also because of the salting out effect phenomenon, which occurred because high salt 
concentrations affect pH and solution solubility. Decreases in the amount of Rhodamine 6G 
dye in solution due to the salting out effect induced the diffusion towards the hydrophobic 
surface of CS-NMAC. Such interaction later increased adsorption efficiency (Reguyal & 
Sarmah, 2018).

Figure 4. Percentage removal (%) of Rhodamine 6G by CS-NMAC in batch adsorption reaction at 27 °C, 150 
rpm and 0.05 g CS-NMAC according to pH.

Equilibrium Adsorption Isotherm Studies

The performance and mechanism of dye removal were predicted and compared by fitting 
the experimental data into the corresponding linearized isotherm models (Figure 5). The 
respective parameters of each model are summarized in Table 2.



Pertanika J. Sci. & Technol. 29 (3): 1535 - 1556 (2021)1546

Palsan Sannasi Abdullah, Lim Kai Wen, Huda Awang and Siti Nuurul Huda Mohammad Azmin

Figure 5. Graphs depicting the removal of Rhodamine 6G in aqueous solution by CS-NMAC at 27°C; 5, 10, 
10, 15, 20 and 25 mg/L initial concentration (Co); 0.05 g adsorbent dose; 150 rpm agitation rate; and 14.33 
min contact time: (a) Langmuir isotherm, (b) Freundlich isotherm and (c) Temkin isotherm.

(a)

(b)

(c)
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Table 2
Isotherm model parameters for Rhodamine 6G adsorption

Isotherm models Parameters Values
Freundlich KF 6.864

n 2.208
qm (mg/g) 32.020

R2 0.981
Langmuir KL 0.3179

RL 0.0309–0.1367
qm (mg/g) 33.0033

R2 0.9514
Temkin b (J/mol) 24.08

KT (L/g) 15.107
R2 0.8649

Among the isotherm models, the Freundlich model had the highest R2 value of 0.981. 
The n value (n = 2.208) was sufficiently high for separation and indicating that Rhodamine 
6G removal favoured the Freundlich isotherm model. An n value equals to one (n = 1) 
indicates that the partition between the adsorbent and the adsorbate is independent of 
concentration. However, when the n value greater unity (n>1), the reaction has high 
affinity towards the occurrence of chemisorption between the adsorbate and the adsorbent; 
thus, it is considered chemisorption (Wang et al., 2015). This route reflects a multilayered 
adsorption process on a heterogeneous surface, which has the advantage of having more 
adjacent carbon atoms to provide interaction with adsorbing molecules. Similar findings 
were reported by Wannahari et al. (2018) and Mohammed et al. (2017) for the removal of 
heavy metals (Cu2+). A comparison of the Rhodamine 6G adsorption performance among 
the other adsorbents in terms of adsorption capacity is shown in Table 3. The adsorption 
capacity of CS-NMAC was higher than that of the other adsorbents because of its high 
SBET value, which indicated that CS-NMAC had a large surface area for adsorption.

Table 3
Comparison of the adsorption capacities of Rhodamine 6G with the adsorbents

Adsorbent Adsorption 
capacity 
(mg/g)

Model pH SBET
(m2/g)

References

Moroccan 
natural 
phosphate

6.84 Langmuir 5.2 18.8 Bensalah et 
al. (2017)
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Kinetic Models for the Adsorption of Rhodamine 6G Dye

The mechanism and potential rate-controlling step of Rhodamine 6G adsorption by 
CS-NMAC by applying adsorption kinetics models consisting of pseudo-first-order, 
pseudo-second order and intra-particle diffusion kinetic models. The obtained correlation 
coefficients (R2) were used to assess the applicability of the kinetic models (Sharifi & Shoja, 
2018). The values of the adsorption kinetic model constants are summarized in Table 4. 
The pseudo-second-order kinetic model showed an excellent correlation coefficient (R2 = 
0.9995) compared with the pseudo-first order and intra-particle diffusion models (Figure 
6). Aside from high correlation value, the pseudo-second order showed high proximity 
between the experimental uptake capacity (qe (exp)) (14.445 mg/g) and the calculated 
uptake capacity (qe (cal)) (15.1515 mg/g), indicating that the adsorption of Rhodamine 6G 
to CS-NMAC was controlled by chemisorption. The presence of iron oxide nanoparticles 
endowed CS-NMAC with a strong ferromagnetic property. During the adsorption reaction, 
the Rhodamine 6G dye considerably faded, and the powdered CS-NMAC aggregated 
and homogeneously dispersed toward the external magnetic field. As a result, the strong 
ferromagnetic properties allowed for convenient separation and overcame the problem of 
remaining adsorbent residues. Valence forces were involved in the chemisorption process 
by sharing or exchanging electrons between the Rhodamine 6G dye molecules and the 
CS-NMAC surface (Figure 7). 

Table 3 (Continued)

Adsorbent Adsorption 
capacity 
(mg/g)

Model pH SBET
(m2/g)

References

Kappa-carrageenan 
grafted with 
N-hydroxyethylacrylamide

8.38 Freundlich >7 0.0502 Kulal and 
Badalamoole 
(2020)

Fe3O4-composited biochar 
derived from rice husk

9.42 Langmuir 7 Not 
cited

Suwunwong 
et al. (2020)

Mesoporous silica 
nanoparticles 

13.70 Langmuir Not 
cited

1078 Kachbouri et 
al. (2018)

Coconut shell-derived 
nanomagnetic adsorbent 
composite

32.02 Freundlich 7 1092.17 This study
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Figure 6. Representation of (a) pseudo-first order, (b) pseudo-second order and (c) intra- particle diffusion 
plots for Rhodamine 6G adsorption into CS-NMAC at 27 °C, 150 rpm agitation, 26.12 mg/L dye concentration 
and adsorbent dose of 0.05 g.
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Table 4
Values of kinetic model constants for the adsorption of Rhodamine 6G

qe (exp) (mg/g) PSEUDO-
FIRST ORDER

Pseudo-
second order

  qe (cal) 

(mg/g)
k1 (min−1) R2 qe (cal)

(mg/g)
k2 

(min−1)
R2

14.4450 6.11223 0.1500 0.9572 15.1515 0.0437 0.9991

qe (exp) (mg/g) INTRAPARTICLE 
DIFFUSION

  Ki 
(g/mg 
min−1)

C R2

14.4450 0.2296 11.6870 0.9469

Figure 7. Chemisorption between Rhodamine 6G and surface of CS-NMAC

FTIR Analysis after Rhodamine 6G Adsorption into CS-NMAC

The peaks with respect to chemical functional groups observed before and after Rhodamine 
6G dye adsorption are plotted in Figure 8. FTIR analysis was performed within 500–4000 
cm−1 to identify the functional groups on the surface of CS-NMAC that formed bonding 
structures during adsorption. 
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The peaks of CS-NMAC at 1716.07 cm−1 that appeared before adsorption and at 
1718.53 cm−1 that appeared after adsorption were attributed to CN stretching. The peak 
at 1988.94 cm−1 corresponded to the C–H functional group before adsorption, but it 
shifted to 1845.52 cm−1 after adsorption. Prior to the adsorption reaction, asymmetric 
C=C=C stretching was observed at 1999.28 cm−1, which later appeared at 1988.63 cm−1 
after the reaction. The shift in CS-NMAC peaks during the adsorption reaction indicated 
interactions between the active sites on the surface of the adsorbent functional group and 
Rhodamine 6G (Sharifi & Shoja, 2018).  

Moreover, the shift in O–H vibration peaks within 3522.17–3688.95 cm−1 before 
adsorption and the shift in O–H stretching peaks within 3503.76–3702.70 cm−1 after 
adsorption, as well as the shift in the peak intensity of Fe–O stretching from within 
506.16–575.72 cm−1 to within 502.15–575.78 cm−1 after adsorption, affirmed the 
formation of hydrogen bonds. Popoola (2019) reported that the formation of hydrogen 
bonds during Cd 2+ adsorption by nanomagnetic walnut shell rice husk was due to shifts 
in the peak of O–H.

Figure 8. FTIR spectra of CS-NMAC before and after adsorption of Rhodamine 6G dye 

Comparison of Removal Efficiency of CS-NMAC with that of CAC

The effectiveness of CS-NMAC in removing Rhodamine 6G from aqueous solution was 
evaluated via adsorption experiments by using CAC under the optimized conditions. CAC 
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was produced via steam activation (~1,000°C). The different methods for separating and 
removing Rhodamine 6G dye and the percentage of their removal are presented in Table 5.

Table 5
Percentage of Rhodamine 6G dye removal for each adsorption

Adsorbent Separation
Method

Percentage of Dye 
Removal (%)

Uptake Capacity
q (mg/g)

CS-NMAC Magnet + 
Filtration

99.9968 31.219

CAC Filtration 99.9964 28.029

CAC and the nanomagnetic biocarbon composite both exhibited good adsorption 
capacity and achieved high removal efficiency (Table 5). Both displayed high percentage 
(~99%) of Rhodamine 6G dye removal; thus, they were effective adsorbents. The adsorption 
capacity of CS-NMAC (nonsteam activated) was also high and comparable to that of steam-
activated CAC because of the availability and higher affinity of nanomagnetic particles. 
The presence and characteristics of nanoparticles affected the adsorption capacity of the 
adsorbents.   

Moreover, CS-NMAC held a competitive advantage over CAC in terms of diamagnetic 
properties. Nanomagnetic biocarbon composites that resulted from the modification and 
innovation of biocarbon could be easily separated from the solution and thus resolve the 
separation problem of CAC. Furthermore, CS-NMAC could adsorb various pollutants, 
such as cationic dye (Rhodamine 6G, this study) and heavy metals (Cr 2+) (Wannahari et 
al., 2018) because of the amphoteric properties of magnetite (Fe3O4) on the surface of the 
adsorbent.  

CONCLUSION

CS-NMAC was found to have a high active area for adsorption as indicated by SBET (1092.17 
m2/g) and PVT (0.6715 cm3/g). Both characteristics are advantageous for surface-bound 
adsorption processes. The presence of maghemite, hematite and wuestite as confirmed by 
XRD analysis indicated that nanosized iron oxide particles were embedded on the matrix 
of the CS-NMAC surface. FTIR analysis revealed that the FeO functional group on the 
surface of CS-NMAC was vital to the adsorption and separation in solution. The best 
fit model for CS-NMAC adsorption was found to be the Freundlich model (R2 = 0.981), 
which revealed that adsorption occurred on the heterogeneous surface with a maximum 
adsorption capacity of 32.020 mg/g. However, Rhodamine 6G adsorption obeyed the 
pseudo-second-order reaction, implying the onset of chemisorption in the process. This 
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situation likely occurred owing to the valence electron of surface atoms of maghemite, 
hematite and wuestite crystals. Furthermore, the dye removal performance was comparable 
to that of CAC but with a more convenient magnetic separation of the used material from 
the solution. Therefore, iron oxide nanoparticles on the surface of CS-NMAC not only 
greatly influenced the performance in adsorption but also enhanced the isotherm and 
kinetics of the adsorbent. 
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of Beardless barb and 344 individuals 
of Bronze featherback were measured 
and weighed. The mean total length of 
Breadless barb was 13.11 ± 1.31 cm with 
the mean weight of 31.88±9.93 g. The mean 
of the total length and weight of Bronze 
featherback was 16.05 ± 2.07 cm and 30.38 
± 15.63 g. Both fish species showed negative 
allometric growth with the exponent b 
value 2.884 and 2.886, respectively. The 
condition factor of Beardless barb (1.184 
± 0.134) and Bronze featherback (1.010 ± 
0.163) obtained from this study reflects a 
fair growth condition based on K value by 

ABSTRACT

Length-weight relationships and relative condition factors were conducted to provide 
information on fish species’ growth conditions and general well-being in the freshwater 
habitat. This study was conducted using fish as a bioindicator for the health of the ecosystem. 
Cyclocheilithys apogon (Beardless barb) and Notopterus notopterus (Bronze featherback) 
are the most dominant species in Subang Lake. A four-month sampling was conducted to 
collect the sample of Beardless barb and Bronze featherback. A total of 422 individuals 
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Barnham & Baxter (2003). Further studies need to be conducted to determine the significant 
impacts that affect fish species’ growth conditions. 

Keywords: Freshwater fishes, length-weight relationship, relative condition factor, Subang lake

INTRODUCTION

The information such as the fish species’ growth pattern, general health of fish, habitat 
conditions, and the fish’s morphological characteristics can be revealed by the Length-
weight relationships (LWR) (Jisr et al., 2018; Froese, 2006). LWR is widely applied in 
fisheries management because it provides information on the stock condition and indicates 
the degree of stabilization of fish’s taxonomic characters (Isa et al., 2010). There are several 
studies of the length-weight relationship and condition factor in Malaysia. According to 
Amonodin et al. (2018), there were approximately 102 LWR studies of 64 species that 
belong to 20 families. The Cyprinidae was the most studied family in the Malaysian 
freshwater system. Amonodin et al. (2018) documented a higher number of fish species 
experienced positive allometric growth, whereas a lower number of fish species experienced 
negative allometric growth in the Malaysian freshwater system. The variation of fish growth 
was attributed by the environmental condition, seasonal variation, general fish condition, 
age, maturity, health, and stomach fullness (Kaur & Rawal, 2017). Fish species experienced 
positive allometric growth in a generally healthy environment with sufficient food supply 
and good water quality condition, whereas, fish species experienced negative allometric 
growth in a poor environmental condition. Also, the variation of fish growth was affected 
by the adaptive response of fish response to the ecological condition (Kaur & Rawal, 2017).

Meanwhile, the condition factor is used to demonstrate the state of fish well-being and 
useful indicators of fish growth rate (Farooq et al., 2017). A fish’s condition indicates the 
fish’s current physical and biological circumstances; thus, the condition factor provides 
essential information about the present and future population success via its association with 
growth, reproduction, and survival. Apparently, in a favorable environmental condition, 
fish species should demonstrate faster growth rates, more significant reproductive potential, 
and higher survival rates (Pope, 2007). According to Karna et al. (2012), environmental 
condition is an important factor that induced the phenotypic flexibility. Also, most studies 
suggested that there is a significant relationship between temperature, population size, and 
the maturity of fish.

The Subang Lake is an undisturbed endorheic lake surrounded by hilly and forested 
area, and there is no study concerning the fish LWR and condition, especially on these native 
species (Beardless barb and Bronze featherback) found in the lake. Hence, this study’s 
objective was to estimate the LWR of two dominant native species, Beardless barb and 
Bronze featherback, and determine the Kn that evaluates fish growth condition to further 
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relate to the environment condition. Consequently, this knowledge is essential to local 
management to prioritize the control and coordination fisheries’ management options for 
native species in Subang Lake. This study demonstrates the understanding of these native 
species’ growth and their condition in a small and undisturbed water body. 

MATERIALS AND METHODS

This study was conducted at Subang Lake, located in Petaling District, with a latitude of 
3.1672° N and a longitude of 101.4798° E (Figure 1). Subang Lake is an endorheic lake 
and was built in 1950. The capacity of Subang Lake is about 777.00 mg. The impounding 
capacity of Subang Lake is 3531.8 mL, and the impounding area is 96 hectares. The 
catchment area of Subang Lake is 10.16 km2, and the maximum depth is 8.5 m. The study 
area was divided into seven sampling points which are Muka Sauk (SP1), Tanjung Panjang 
(SP2), Tanjung Batu 4 (SP3), Tanjung Jelutong (SP4), Tanjung Hantu (SP5), Tanjung 
Ampang (SP6), and Tanjung Terung (SP7) (Figure 2). 

Figure 1. The location of Subang Lake in Selangor, Malaysia
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The sampling was carried out four months (July 2018, June 2019, August 2019, and 
October 2019) using five different mesh sizes of gill net (1 ½ inch, 2 inches, 3 inches, 4 
inches, and 5 inches) and two fish traps. The sampling locations were stratified-randomly 
selected with major coverage of Subang Lake. The gill nets and fish traps were set overnight 
in four consecutive days at each sampling point from morning 0800h and checked every 
four hours until 1800h. The total length of individual fish was measured using the measuring 
board in centimeter, and the weight of individual fish was taken as the nearest gram using 
an electronic balance (LT2002, Smith).

Figure 2. The distribution of seven sampling points in Subang Lake

The growth pattern of the fish can be determined by the score of the growth exponents, 
b. According to Froese (2006), the allometric growth versus isometric growth and the 
different body shapes of the individual species can be determined from the 82% of the 
variance in a plot of log a over b. In most fishes, the value of b >3.0 indicates a positive 
allometric growth where the relative body thickness or plumpness is increased with the 
length, whereas when the value of b < 3.0 indicates negative allometric growth. The fish 
body growth is relatively less rotund as the length increases (Amonodin et al., 2018). 
The current form of LWR determines the length-weight relationship, and also, the linear 
regression analysis is used to determine the length-weight (log-transformed) relationship 
(Froese, 2006). The linear regression of LWR is log W = log a + b log L, whereas the 
modern form of LWR is defined as Equation 1.
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W = aLb 			   [1]
Where,
W = Body weight (g)
L = Total length (cm)
a = coefficient
b = exponent

The condition factor is also used to determine the fishes’ condition in their habitat (Jones 
et al., 1999). The relative condition factor of fish is determined by using the observed 
weight and the estimated weight. The relative condition factor is suitable for value b < / 
> 3. The relative condition factor (K) is used to assess a specific environment’s fitness for 
fish growth through the deviation of an organism from the sample’s average weight (Jisr 
et al., 2018). According to Le Cren (1951), K ≥ 1 indicates the fish’s growth condition is 
a good and contrary condition when K < 1. However, Barnham and Baxter (2003) stated 
that the K value greater than 1.4 is categorized as excellent fish growth, whereas less than 
1.0 showed a poor growth pattern. The mean condition factor (K) is defined as Equation 2.

K = W/W’			   [2]

Where,
W = Observed weight of fish individual
W’ = Estimated weight of fish individual

Descriptive statistical analysis was conducted by calculating the mean values of the 
length-weight relationship and the relative condition factor of Beardless barb and Bronze 
featherback throughout the sampling periods because of these factors affecting the length-
weight relationship, such as habitat and seasonal effect. Stomach fullness, maturity stage, 
age, and sex were not considered (Hamid et al., 2015).

RESULTS AND DISCUSSIONS

A total of 422 individuals of Beardless barb and 344 individuals of Bronze featherback 
were captured in this study (Table 1). Both fish species were the dominant species in 
Subang Lake. The total length of Breadless barb at Subang Lake ranged from 10.0 cm to 
16.9 cm with the mean total length of 13.11 ± 1.31 cm, and the weight ranged from 11.80 
g to 70.52 g with the mean weight of 31.88±9.93 g (Table 1). The mean of the total length 
and weight of Bronze featherback is 16.05 ± 2.07 cm and 30.38 ± 15.63 g (Table 1). The 
total length of Bronze featherback ranged from 9.80 cm to 26.40 cm, and the weight of 
Bronze featherback varied from 4.99 g to 153.04 (Table 1). The coefficient of determination 
(r2) value of Beardless barb and Bronze featherback was 0.8588 and 0.8828, respectively 
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(Table 1). A lower value of r2 indicated a narrow range of fish size with higher correlation 
and statistical significance (Gaygusuz et al., 2012). The lower value of r2 also affected by 
human error during data collection and inconsideration of outliers of length and weight 
during the LWR calculation.  Good quality of prediction of linear regression was obtained 
from the high coefficient of determination values.

The b value of Beardless barb and Bronze featherback was 2.884 and 2.886, 
respectively, categorized as negative allometric growth (Table 1). The negative allometric 
growth was recorded for both fish species (b < 3) suggested that the fish species have a 
relatively slow growth rate. According to Froese (2006), the expected b value was varied 
from 2.5 – 3.5. The b value that exceeded the range of standard b value was considered 
a consequence of small sample sizes (Gaygusuz et al., 2012); however, the case did not 
happen in this study. The K value of Breadless barb (1.184) and Bronze featherback (1.010) 
indicated that the fish have a fair growth pattern (Barnham & Baxter, 2003). The condition 
factor was associated with the LWR that was recorded in this study.

Table 1
Summary of length-weight relationship and relative condition factor. K value was based on Barnham and 
Baxter (2003)

Species N
Lmin-
max 
(cm)

Wmin-
max (g) a b r2 Growth 

behavior K

Cyclocheilichthys 
apogon 
(Beardless barb)

422 10.0 - 
16.9

11.80 - 
70.52 0.01843 2.884 0.8588 Negative 

allometric 1.184

Notopterus 
notopterus 
(Bronze 
featherback)

344 9.80 - 
26.40

4.99 - 
153.04 0.0095 2.886 0.8828 Negative 

allometric 1.010

The negative allometric growth of both fish species, Beardless barb and Bronze 
featherback, was recorded in the present study. This result is in accord to Nyanti et al. 
(2018) where a negative allometric growth of Beardless barb (b = 2.678) was recorded from 
downstream of the Batang Ai Dam (Malaysia); however, the condition factor of Beardless 
barb was in good condition (K > 1) (Table 2). Food availability and the environmental 
condition were the significant factors that affect the length-weight relationship and growth 
condition of fish in Batang Ai Dam. The findings of Rosli and Zain (2016), Zulkafli et al. 
(2016), Hamid et al. (2015), and Isa et al. (2010) indicated a positive allometric growth of 
Beardless barb in most of the Malaysian freshwater bodies (Table 2). 

Several previous studies recorded that Bronze featherback has positive allometric 
growth (b > 3). For instance, the positive allometric growth of Bronze featherback was 
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recorded at Pedu Lake (Kedah) and Sukhna Lake (India) with 3.25 (Isa et al., 2010) and 
3.57, respectively (Kaur & Rawal, 2017) (Table 2). According to Dubey et al. (2012), 
Bronze featherback has a positive allometric growth in the less disturbance or favorable 
condition in River Ken (India). Besides, negative allometric growth was reported in the 
finding of Khan (2003) due to several factors such as the selectivity of gill nets, relatively 
cold climate, and the lower productivity of Tilaiya Reservoir. Sarkar et al. (2013) 
documented that difference in parameter b value was attributed to the differences in the 
specimens’ observed length ranges. The positive allometric growth was recorded in the 
study by Kaur and Rawal (2017) due to the smaller range of length (21.00 – 28.30 cm); 
however, the length ranges of Bronze featherback (N = 344) caught in Subang Lake were 
more comprehensive (9.80 cm to 26.40 cm).

The finding of Martin-Smith (1996) categorized the b value range from 2.60 – 2.75 
as flattened body shape, whereas the b value ranged from 2.88 – 3.15 as a heavy-bodied. 
The expected range of exponent b value was 2.5 – 3.5. Although negative allometric 
growth was obtained in the current study, the results were within the expected range and 
considered heavy-bodied. According to Isa et al. (2010), a higher value of b showed that 
the environment is more favorable for the fish species. Moreover, Rosli and Zain (2016) 
and Dalu et al. (2013) suggested the variation of b value was due to the variation of length 
and weight, seasonal variation, gonad maturity, diet, health, food availability, and other 
environmental factors. 

The relative condition factor (K) in the present study for both fish species was greater 
than 1. According to Le Cren (1951), K > 1 reflects a healthier physiological state. However, 
Barnham and Baxter (2003) stated that the K value greater than 1.40 is categorized as 
good to excellent growth condition, whereas the K value lower than 1.0 categorized as 
poor growth condition. Barnham and Baxter (2003) have a comprehensive identification 
of fish conditions than Le Cren (1951). Hence, the condition of the Beardless barb and 
Bronze featherback were found to be relatively fair (1 < K < 1.40) at Subang Lake based 
on the standard of Barnham and Baxter (2003). This study found that both Beardless 
barb and Bronze featherback dominated Subang Lake. Therefore, both fishes condition 
indicated that Subang lake provides adequate food supply and favorable environmental 
conditions for them to survive and grow. According to Sharip et al. (2017), Subang Lake 
was a mesotrophic-eutrophic lake with the domination of green algae, which provides 
sufficient food for both fish species. Furthermore, seasonal variation, breeding activities, 
and biological activities indicated no physiological stress to these populations. With a 
distinctive slender and elongated body, giving Bronze featherback a knife-like appearance 
(Kumar & Karin, 2016), it was evident that its body increases more in length than in 
weight. Thus, the body form and shape strongly affect the relative condition. Logically, the 
morphological factors also influence body form and weight, and, by extension, condition 
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factor. It is possible for an individual fish could increase energetic fitness without a change 
in body weight.  

Table 2
Literature reports pf allometric growth of fish compared to findings in the current study

Species Study 
area N b Location 

(Literature) N b References

Cyclocheilichthys 
apogon 
(Beardless barb)

Subang 
Lake 422 2.884 Batang Ai 

dam 208 2.678 Nyanti et al. 
(2018)

Muda 
Reservoir

Males: 
166
Females: 
141

Males: 
3.150
Females: 
3.185

Rosli and 
Zain (2016)

Temengor 
Reservoir 233 3.157 Hamid et al.  

(2015)

Kerian 
River basin 46 3.516 Isa et al. 

(2010)

Notopterus 
notopterus 
(Bronze 
featherback)

Subang 
Lake 344 2.886 Sukhna 

Lake 45 3.570 Kaur and 
Rawal (2017)

River Ken 28 3.32 Dubey et al. 
(2012)

Pedu Lake 120 3.250 Isa et al. 
(2010)

Tilaiya 
Reservoir 300 2.902 Khan (2003)

CONCLUSION

In conclusion, both fish species are in a healthy intermediate state (fair condition growth) 
when the K value is greater than 1.4. Subang lake’s ecological factors are observed to 
support these dominant fishes. The negative allometric growth of both fish species may 
be attributed to the fish’s morphological characteristics. The results of the length-weight 
relationship (LWR) and relative condition factor (Kn) recorded in this study contribute to 
the knowledge of the fish condition in Subang Lake and the relevant information in the 
conservation management of Subang Laker’s fish. The results obtained can also provide 
useful information about the fish communities in an endorheic lake.

* N = number of individuals, b = exponent b (slope of the equation log W = log a + b log L)
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ABSTRACT

Environmental issues and economic factors such as emission of Greenhouse Gases (GHGs), 
fossil fuel depletion and fluctuation of oil prices are also the reason behind the utilization 
of sunlight as a source of energy. Even though with the spread of unprecedented pandemic 
of COVID 19, the industry of solar photovoltaic (PV) is surviving at a very promising rate 
compared to the oil industry. Malaysia has a high potential to be successful at harnessing 
solar energy as this country is located within the equatorial region. The government 
of Malaysia (GoM) introduced various policies, acts and incentives programs for the 
purpose of increasing this country’s potential to harness solar energy. Along with the 
efforts, goals and aims have also been set as a benchmark to measure Malaysia’s success 
in utilizing sunlight as an energy source. This study reviews the roadmap programs 
executed by GoM to elucidate the significant roles played in the development of solar PV 
starting from a few pilot projects in1980s until present. The roadmap focuses on incentive 

programs namely Feed-in Tariff (FiT), Net 
Energy Metering (NEM), Self-Consumption 
Scheme (SELCO), Large Solar Scale (LSS), 
Supply Agreement with Renewable Energy 
(SARE) and ‘Peer-to-Peer’ (P2P), which 
complement all the projects and solar PV 
applications in Malaysia. The contributing 
result of this roadmap is the highlights on the 
continuous solar PV programs stimulated 
by GoM, the identification and effort to 
improve the less performing GoM incentive 
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programs combined with the positive responses from communities and industries, have 
laid a strong platform to forecast a promising future of solar PV industry in Malaysia. 

Keywords: Feed-in tarif; large solar scale; net energy metering; peer-to-peer; self-consumption scheme 

INTRODUCTION

Malaysia’s electricity demand is forecasted to rise by 35% in 2030 from 14 007 MW in 
2008. The rise in demand for electricity calls for the utilization of renewable energy as 
an alternative to non-renewable energy sources. Malaysia is blessed with an abundance 
of renewable energy sources, particularly sunlight. The average annual sum of global 
horizontal irradiation (GHI) of Malaysia is between 1400 kWh/m² to 1900 kWh/m² 
(Samaiden, 2020). On top of that, Malaysia receives on average 12 hours of sunlight daily 
(Aziz et al., 2016; Bakh et al., 2014). Harnessing solar energy for source of sustainable 
energy can be done by utilising solar photovoltaic (PV) technology (Pacudan, 2018). 
Through proper policy and encouraging incentives, solar energy potential to become this 
country’s source of sustainable energy can be enhanced (Pacudan, 2016).

Various initiatives have been carried out by the GoM in order to maximize solar energy 
harnesses (Hussin et al., 2012). In 2000, Fifth Fuel Policy 2000 which included renewable 
energy as the fifth fuel in the energy mix was introduced during the 8th Malaysia Plan (Bakh 
et al., 2014; Maulud & Saidi, 2012; Petinrin & Shaaban, 2015). Renewable Energy Act 
2011 (Act 725) was introduced by the GoM to implement a special tariff for enhancing 
the generation and utilization of renewable energy in Malaysia. Feed-in Tariff (FiT) was 
the tariff highlighted in the act (Sustainable Energy Development Authority, 2011) and 
was the foundation policy for solar PV in Malaysia (ASEAN Centre for Energy, 2016). 
The incentive programs were taken very seriously by GoM, hence the incentive programs 
were introduced under the Ninth and Tenth Malaysia Plan (2011-2015). The programs have 
stimulated PV systems installations by providing benefits to the applicants.

Four more major programs have been employed consecutively as an effort to 
harness renewable energy sources in Malaysia namely Net Energy Metering (NEM), 
Self-Consumption Scheme (SELCO), Large Solar Scale (LSS), Supply Agreement with 
Renewable Energy (SARE) and ‘Peer-to-Peer’ (P2P). Besides these five significant and 
recent programs, there are many more programs successfully executed by GoM in the past; 
but this study is limited to discuss in-depth of these five programs.

The objective of this paper is to trace the roadmap of solar PV in Malaysia. The 
roadmap is presented in a timeline, which has been divided into three different categories 
which are past, present and future. The significance of this study is to forecast the future 
development of solar PV in Malaysia, acknowledge and encourage the application of best 
practice mechanisms in promoting solar PV and learn the drawbacks of the less performing 
incentive programs related to solar PV development.
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ROADMAP OF SOLAR PHOTOVOLTAIC (PV)

The roadmap includes the development of solar PV in Malaysia, incentives carried out 
for facilitating the utilization of solar PV technologies, and any events related to solar PV 
in Malaysia.

Past

In the 1980s, solar PV applications were first used for rural electrification and to power 
telecommunications infrastructure. The PV system used was off-grid photovoltaic (OGPV), 
which required minimum maintenance due to its simple operation (Almaktar et al., 
2015). In order to provide electrical energy to rural communities in Malaysia, more rural 
electrification programs were accepted by the Ministry of Rural Development. Under the 
initiatives of the Ministry of Energy, Water and Communications (MEWC) and support from 
the Japanese New Energy and Industrial Technology Development Organization, a pilot 
project of solar PV was implemented in Marak Parak, Sabah in the year 1995 (Almaktar et 
al., 2015; Solangi et al., 2011).  The project implemented was an OGPV system consisted 
of 1887 solar panels (Dalimin, 2018).

Chua et al. (2011) mentioned that the Grid-Connected Photovoltaic (GCPV) in Malaysia 
was first installed in July 1998 in Universiti Tenaga Nasional, having 3.15 kWp capacity. 
Following the event, British Petroleum (BP) Malaysia installed 8 kWp GCPV at BP petrol 
station and Universiti Kebangsaan Malaysia (UKM) installed 5.5 kWp GCPV at Solar 
Energy Research Park. These were three of six pilot projects of GCPV in Malaysia aimed 
to minimize consumer’s electricity bills by reducing the amount of electricity imported 
from the grid (Almaktar et al., 2015; Ruoss, 2007).

Ruoss (2007) stated that the first house to have Building Integrated Photovoltaic (BIPV) 
installed was the home of Tenaga Nasional Berhad (TNB) senior officer’s house in Port 
Dickson with 3.15 kWp capacity in August 2000. The second BIPV was installed at a 
house in Shah Alam in November 2000 with a capacity of 3.24 kWp. In November 2001, 
another BIPV with a capacity of 2.8 kWp was installed in Subang Jaya (Mekhilef et al., 
2012; Ruoss, 2007).  These three BIPV home installations were the continuity of the GCPV 

Figure 1.  Port Dickson, Shah Alam and Subang Jaya first home installed BIPV (Haris et al., 2003)



1570 Pertanika J. Sci. & Technol. 29 (3): 1567 - 1578 (2021)

Hedzlin Zainuddin, Hazman Raziq Salikin, Sulaiman Shaari, Mohamad Zhafran Hussin and Ardin Manja

pilot project in Universiti Tenaga Nasional, BP petrol station and Solar Energy Research 
Institute (SERI). Figure 1 shows the image of the first three home installed BIPV system.

Under the 8th Malaysia Plan (2001-2005), Fifth Fuel Policy was implemented in 
2000 to introduce renewable energy as a part of the energy mix (Chua & Oh, 2012). The 
implementation of this policy was driven by the increase of oil price and depletion of fossil 
fuel (Maulud & Saidi, 2012; Petinrin & Shaaban, 2015). Small Renewable Energy Program 
(SREP) was launched in 2001 with an aim to make renewable energy sources contribute 
to 5% of electricity generation (Malaysian Building Integrated Photovoltaic Project Team, 
2006). Unfortunately, only 0.3% of electricity was contributed from renewable energy 
sources by 2005 (Spicher et al., n.d).

Along with the 9th Malaysia Plan (2006-2010), a Five-year project called Malaysian 
Building Integrated Photovoltaic (MBIPV) was launched on 25 July 2005. The MBIPV 
project aimed to provide an encouraging environment of BIPV application in Malaysia 
so that solar energy uptake can be intensified (Almaktar et al., 2015; Petinrin & Shaaban, 
2015). Consequently, dependency on fossil fuels as a source of energy can be reduced. 
Under MBIPV, a program Suria1000 was launched on 22nd June 2007 as a financial 
incentive to aid the MBIPV project (Mekhilef et al., 2012).

Present

National Renewable Energy Policy and Action Plan (NREPAP) was launched in April 
2011. This policy was also included in the 10th Malaysia Plan (2011-2015) (Almaktar et 
al., 2015). Under the 10th Malaysia Plan, FiT was introduced as an incentive to increase 
renewable energy utilization (Chua et al., 2011). The mechanism of FiT is investors are 
rewarded upon electricity generation. The FiT was quite desirable because the program 
was a business opportunity as it encourages the export of electricity generated to the grid. 
The benefits of FiT are guaranteed payment, consumers have access to the grid and the 
creation of jobs (Pacudan, 2018). According to Bakh et al. (2014), 8% of yearly degression 
is very discouraging to investors. Table 1 shows the FiT rates after the yearly 8% degression 
rate and also the details of bonus FiT rates for Solar PV installations ( Sustainable Energy 
Development Authority, 2012):

11th Malaysia Plan covers the time span of 2016 until 2020. In 2017, FiT was no longer 
an incentive program for solar PV but limited to biomass, wind and small hydro (Chen et 
al., 2018). Three new incentive programs were introduced under the 11th Malaysia Plan 
which are NEM, SELCO and LSS (Ahmad, 2019a).

Net Energy Metering (NEM). NEM was introduced to replace FiT. The concept of NEM 
is consumer utilise the electricity generated from solar PV and export the excess energy 
generated to the grid to be sold to utility (Sustainable Energy Development Authority, 2017). 



1571Pertanika J. Sci. & Technol. 29 (3): 1567 - 1578 (2021)

Revisiting Solar Photovoltaic Roadmap of Tropical Malaysia

Instead of being paid for gross electricity generated as in FiT, consumers are paid based 
on the net energy generated (Razali et al., 2019). However, due to its poor financial return 
of RM 0.31/kWh for low voltage PV (below 1 kV), NEM that was initially introduced 
in 2016 failed miserably (Sustainable Energy Development Authority, 2020). To fix the 
flaw of NEM, the GoM introduced a new NEM in January 2019 in which excess energy is 
exported to the grid on a one-on-one offset basis (same gazetted tariff, GT). The mechanism 
of the new NEM is calculated based on Net Charge Amount (NCA). NCA is expressed as 
Equation 1 (Ahmad, 2019b):

		  [1]

Whereby, 
z = energy imported
y = energy exported

Application of solar PV under NEM is open to broader types of consumer, which are 
domestic, commercial, agricultural and industrial consumer. The cumulative net metered 
rooftop solar capacity, increased by 7.8 times from the first three years of the new version 
of NEM implementation (The Malay Mail, 2020). A study was also conducted to compare 
the previous and present NEM. The study found that the new NEM is more cost saving for 
most large and medium consumers excluding small scale consumers (Razali et al., 2019). 
Figure 2 shows the significant increase in cumulative net metered rooftop solar capacity 
after 11 months of new NEM implementation (Bhambhani, 2020).

Table 1 
FiT rates for solar PV (21 years from FiT commencement date) ( Sustainable Energy Development Authority, 
2012) 

Basic rates according to installed capacity
FiT rate (RM)

2012 2013 2014
Installed capacity up to and including 4 kWp 1.23 1.1316 1.0411
Installed capacity above 4 kWp and up to and including 24 kWp 1.20 1.1040 1.0157
Installed capacity above 24 kWp and up to and including 72 kWp 1.18 1.0856 0.9988
Installed capacity above 72 kWp and up to and including  1 MWp 1.14 1.0488 0.9649
Installed capacity above 1 MWp and up to and including 10 MWp 0.95 0.8740 0.8041
Installed capacity above 10 MWp and up to and including 30 MWp 0.85 0.7820 0.7194
Bonus FiT rates according to the following criteria (one or more) 2012 2013 2014
Use as installation in buildings or building structures +0.2600 +0.2392 +0.2201
Use as building materials +0.2500 +0.2300 +0.2116
Use of locally manufactured or assembled solar PV modules +0.0300 +0.0276 +0.0254
Use of locally manufactured or assembled solar PV inverters +0.0100 +0.0092 +0.0085
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Self-Consumption (SELCO). Self-consumption (SELCO) is a scheme in which consumers 
generate electricity from solar PV for their own consumption that cannot be exported to the 
grid (Ahmad, 2019b; Chen et al., 2018). Solar PV installed under the SELCO scheme can 
be on-grid or off-grid. If it is on-grid, the capacity limit is 75% of the maximum demand of 
the existing installation, meanwhile for off-grid type there is no capacity limit. According 
to Chiew (2019), excess energy generated under the SELCO scheme goes to waste. The 
participants for the SELCO scheme are limited to only individual and commercial premise 
consumers (Ahmad, 2019b). Under the SELCO scheme, a private generating license is 
compulsory for the system beyond 72kW (Sustainable Energy Development Authority, 
2017). By the end of 2018, the total capacity recorded under the SELCO scheme was 60 
MW (Chen et al., 2018). 

Large Solar Scale (LSS). Large Solar Scale (LSS) is a bidding program to lower the 
levelized cost of energy (LCOE) for LSS PV plant development (Samaiden, 2020). This 
incentive program is for a local company with a minimum of 51% equity interest. Chen 
et al. (2018) stated that besides NEM, LSS is also reported to be the main driver of solar 
PV markets in Malaysia contributing to gigawatt worth of solar potential in Malaysia. 
In 2016, the first LSS tender achieved an aggregate capacity of 200 MW and 60 MW 
in Peninsular Malaysia and Sabah respectively (Energy, 2019). The increased aggregate 
capacity of 360 MW for Peninsular Malaysia and 100 MW for Sabah was achieved in 
the second tender in 2017. The third LSS bidding opened in February 2019 targeted 500 
MW of aggregate capacity and waiting to be commissioned in 2021. Post COVID-19 has 
strengthened Malaysia’s solar PV industry with the announcement of the fourth LSS with 
a targeted capacity of one gigawatt. This fourth cycle is expected to be operating by end 
of 2023 ( NST Business, 2020).

Figure 2. Cumulative net metered rooftop solar PV capacity in Malaysia (Bhambhani, 2020)
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Supply Agreement with Renewable Energy (SARE). Supply Agreement with Renewable 
Energy (SARE) was announced by GoM on 18th October 2018 and the mechanism started 
on the 1st January 2019. SARE aims to transform Malaysia’s energy landscape to be 
greener. This act involves three parties which are prosumer, asset owner or investor and 
utility provider. The advantage of SARE is the zero upfront cost when installing a GCPV 
system. There are three types of solar solution under SARE, which are solar Power Purchase 
Agreement (PPA), Solar Hybrid and Solar Lease. Both Solar PPA and Solar Lease can enjoy 
zero upfront cost but not for a solar hybrid which requires approximately 20% contribution. 
These three types will also differ in terms of the contract term, solar tariff rate, installment 
and metering requirement (Tenaga Nasional Berhad, 2020). Nevertheless, the uncertainty 
in the trading is still significant to study and to find ways of mitigation in strengthening 
the programs and making it more financially attractive.

Peer-to-peer (P2P). Peer-to-peer (P2P) energy trading is introduced by GoM to increase the 
momentum of the community to produce green energy. The pilot run of P2P took place in 
November 2019 in two phases; ‘Alpha run’ and ‘Beta run’. Malaysia is the second country 
in ASEAN to execute P2P after Thailand (Sustainable Energy Development Authority, 
2019). P2P mechanism allows a consumer who generates green energy via NEM and has 
surplus energy to sell the surplus to other consumers. The consumer with the surplus of 
green energy is called ‘prosumers’. The bridge between the prosumers and customers is 
the utility grid, which is the TNB grid in Peninsular Malaysia. The bridge cost has to be 
taken into account in calculating the economic return.

This scheme enables the prosumer to sell green energy to other consumers of higher 
tariff (tariff B) at an estimated profit of 10% higher than the production cost of the green 
energy. On the other hand, the consumer can enjoy an estimated 11% saving from this 
trade. Since the program is still in the pilot run stage, a reliable forecast of the economic 
return of this program is still debated. One of the drawbacks is on the untraded energy; 
is it a condition when the amount of surplus energy is greater than the traded energy. A 
pilot run involved up to 5 prosumers and up to 8 consumers employing ‘regulatory sand 
box’ was conducted in Malaysia with the involvement of multiple bodies including GoM 
(Sustainable Energy Development Authority, 2019).In this study, an analysis of the result 
from the pilot run was conducted and Figure 3 shows the percentage of untraded energy 
during the pilot run from November 2019 to June 2020. The minimum, median and 
maximum untraded energy were 4%, 18.5% and 54% respectively. It is significant to notify 
that maximum untraded energy was in March 2020 during the Movement Control Order 
(MCO) due to the unprecedented pandemic COVID-19 in Malaysia, where the majority 
of industries, which represents the consumers were shut down. This is one of the identified 
drawbacks of this program, which the untraded energy is a bonus to the utility company 
and not pleasant to the prosumers.
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Future

The way forward of the Solar PV roadmap is forecasted to be very promising when the GoM 
has positioned two solar PV initiatives under the Ministry of Energy, Science, Technology 
and Environment Malaysia (MESTECC) in the ‘The eleventh Malaysia Plan’ (RMK11). 
The two initiatives are extending access to basic infrastructure in providing electricity by 
applying solar PV together with micro and pico hydro in the remote area, and ensuring solar 
PV contribution in renewable energy electricity generation by executing big scale program 
(LSS) and net energy metering (Kementerian Hal Ehwal Ekonomi, 2018). Even though 
RMK 11 has just ended, the GoM announcement of the target to achieve 20% of renewable 
energy contribution in the energy mix by the year 2025 continues to keep the solar PV 
industry at high momentum (Choong, 2019). Hence, Malaysia is also said to harness solar 
power up to 17 075 MW solar capacity by the year 2030. Consequently, this will contribute 
to 11.4% of the energy mix in Malaysia (Bhambhani, 2016). Figure 4 shows the Malaysia 
PV target from 2020 until 2030. The effort of GoM in keeping the future of solar PV has 
also proven with the new initiative of the Renewable Energy Transition Roadmap 2035 
(RETR), which will help in strategizing to achieve 20% of renewable energy contribution 
in the energy mix by the year of 2025 (Kementerian Tenaga dan Sumber Asli, 2021).

The trend that portrays the bright future of solar PV as a promising sector is also 
observed when one of the GoM programs, which is LSS4 has attracted 138 bidders. 
This program of LSS4 as described in the previous section will eventually create job 
opportunities for approximately 12, 000 people (Yee, 2021). 

Furthermore, one of the major and dominant players of energy providers in Malaysia, 
Tenaga Nasional Berhad (TNB) is also seen to be progressing very fast through their 

Figure 3. Percentage of untraded energy during 
P2P pilot run from November 2019 to June 2020
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investment and involvement in the Solar PV sector. The GoM initiatives together with the 
positive acceptance of the industry players depict and interpret the bright future of solar 
PV in Malaysia.

CONCLUSION

Malaysia has a high potential to succeed in harnessing solar energy due to its location 
that provides almost consistent high solar irradiation all year round with slight monthly 
variation. Environmental issues and economic factors should be the main driver for 
harnessing solar energy because harnessing unlimited energy can reduce dependency 
on non-renewable energy sources such as fossil fuel and yet provide a worthy financial 
return to investors. The GoM has been doing a great job in continuously upgrading flawed 
incentive programs to maximize this country’s potential to harness solar energy. Finally, 
the most effective program would be the one that provides the highest financial return to 
its investor. The solar PV road map in Malaysia has witnessed the success of solar PV 
development and proven the role of the GoM in keeping the solar PV momentum to become 
a promising energy sector in Malaysia. 
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ABSTRACT

This study was conducted to evaluate the groundwater quality of wells located around 
the Hillah city of Iraq, for the purposes of determining its suitability as water for 
agricultural irrigation, according to the Irrigation Water Quality Index (IWQI). The number 
of wells that are being investigated was 24. The spatial distribution of water quality 
parameters was investigated using ArcGIS software. Ten parameters were established 
for the dry and wet seasons of 2018 and 2019, which include pH, electric conductivity 
(EC), total dissolved solids (TDS), calcium, potassium, magnesium, bicarbonate, sodium, 
chloride and sulfuric. The results showed that all pH and sodium absorption ratio values 
were within the allowable limits. About 69%, and 75% electric conductivity, total dissolved 
solids, values respectively were higher than the allowable limits.  Most values of positive 
and negative ions were higher than the allowable limits. In 2018, the water quality of (4%) 
of wells number was classified as moderate restriction and approximately 96% was poor 
quality in dry season, while the IWQI was enhanced in the wet season. In 2019, the quality 
of water was dropped as most of the water quality was classified as severe restriction and 
few in the high restriction for the dry season. These values were increased in the wet season 

due to the freshwater dilution effect. Water 
quality index show that a large percentage 
of the wells have poor water quality leads to 
severe restriction for irrigation requirements 
and need relatively high permeability soils 
and salt-resistant plants.

Keywords:  Groundwater,  irrigation, spatial 
distribution, water quality index, wells 



1580 Pertanika J. Sci. & Technol. 29 (3): 1579 - 1593 (2021)

Zaid Abed Al-Ridah, Ahmed Samir Naje Diaa Fliah Hassan and Hussein Ali Mahdi Al-Zubaid

INTRODUCTION 

Water is an important source of life for human societies and other living creatures (Al-
Ridah et al., 2020). Geographically, Iraq is one of the Middle Eastern countries that suffer 
from a semi-arid climate. The main source of water in Iraq is the Tigris and Euphrates 
rivers, whose water sources are from Turkey. Recently, and specifically since 1990, Turkey 
started construction of the GAP “Southeastern Anatolia Project “project, which consists 
of 24 dams and led to a significant decrease in the water supply to Iraq (Al-Mohammed & 
Mutasher, 2013). Therefore, it is necessary to search for an additional source that reduces 
the lack of water revenues for the country. Groundwater is one of the most important 
other alternative water sources that are used for various purposes, including irrigation, 
drinking, and industry (Abdullah et al., 2015).  When groundwater gets polluted, it becomes 
difficult to get rid of pollution even when it is stopped from its source. Therefore, assessing 
groundwater quality for different purposes is necessary. The Water Quality Index (WQI) 
is used in terms of numbers to assess the quality of water to be used for any purpose 
(Mahmood et al., 2013). The Water Quality Index (WQI) is an effective way to classify, 
manage, and define groundwater quality as a single parameter. It measures water quality 
for multiple purposes (drinking, irrigation, and industries) by converting a set of water 
quality variables into a single value to determine the water quality in general (Boateng 
et al., 2016). WQI is a mathematical model used to convert water quality variables into 
a single value that represents the water quality level for a specific place and time (Gidey, 
2018). The city of Hilla is characterized as an agricultural city with a high density, which 
requires large quantities of irrigation water. These quantities are mostly prepared from 
the Euphrates river and its branches in the city. Also, due to the low water imports, as 
mentioned above, groundwater is used in different places of the region to supply water to 
plants for agricultural lands around the city or for public and private gardens within the 
city. Therefore, the objective of current study is to investigate the suitability of groundwater 
in the region for the purpose of irrigation requirements using the irrigation water quality 
index (IWQI) and to make a spatial distribution of water quality elements to obtain a map 
of the quality of groundwater in the Hilla city. 

MATERIALS AND METHOD

Area of the Study

The city of Hillah is in the center of Iraq. The main source of irrigation and drinking water is 
the Euphrates River and its multiple branches. About 24 shallow wells in the area were dug 
in unconfined aquifer as shown in detail in Table 1 and as shown by its spatial distribution 
according to Figure 1. The studied area covers about 80 by 40 Km and its climate is 
characterized by being hot, dry in summer, cool and less rainy in winter (Al-Dabbas & 
Al-Ali, 2016). Its soil is alluvial clay, sandy soils and containing on organic matter with 
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soft and weak cohesion properties due to relatively high levels of groundwater in most of 
its regions as shown in Figure 2 (Al-Khaqani, 2006; Al-Zubaydi et al., 2016; Chabuk et al., 
2017). Tests were conducted for the water produced from it for the dry seasons (July) and 
wet seasons (January) and for two consecutive years (2018-2019). The study includes ten 
water quality parameters which are pH, Total Dissolved Solids (TDS), Electric Conductivity 
(EC), Calcium (Ca2+), Potassium (K+), Magnesium (Mg2+), Bicarbonate (HCO3

-), Sodium 
(Na+), Chloride (Cl-), Sulfuric (SO4

-). The standard methods are used in the laboratory to 
test water quality parameters and to calculate the water quality index for the region. 

Irrigation Water Quality Index (IWQI) 

To assess the quality of groundwater in Hillah city to determine their suitability for irrigation 
purposes, IWQI was used (Meireles et al., 2010). In this method and for the purpose of 
calculating the relative weight, the estimated values for each parameter (which should be 
used) must be from the irrigation water quality data according to the University of California 
Consultation Committee (UCCC), Ayers and Westcot (1999), and Abbasnia et al. (2018).

The first step to build a model is to determine the influencing and controlling elements 
of the water quality used for irrigation. The elements (EC, Na+, Cl, and HCO3), as well 
as the sodium absorption ratio SAR, were considered because they had the greatest 
influence on IWQI, as stated in Meireles et al. (2010). The second step is to determine the 
measurement values for the water quality (qi) based on Table 2 according to Ayers and 
Westcot (1985), the values of (qi) are calculated from Equation 1: 

		 (1)

Where:         
qi:limiting values parameter for quality measurement. 
qimax: maximum value of qi for the class. 
xij: observed parameter value.
xinf: equivalent value to the lower limit of the class to which the parameter belongs. 
qiamp: class amplitude. 
xamp: class amplitude to which the parameter belongs.

For calculating the value (xamp) of the last class in Table 2 for each element, the upper 
limit was considered equal to the highest value calculated in the analysis of water quality 
data. The cumulative weight (wi) is calculated according to Majeed et al. (2016) from Table 
3 where the values of (wi) are normalized and therefore when combined they are equal to 1.

The water quality index is calculated from the following Equation 2:

			   (2)
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Table 2
Water quality measurement (qi) parameter limiting value adopted from Ayers & Westcot (1985)

qi
EC 

(μs/cm)
SAR

(meq/L)0.5
Na+ 

( meq/L)
Cl- 

(meq/l)
HCO3

- 

( meq/l)

85-100 200≤EC<750 SAR<3 2≤Na<3 Cl<4 1≤HCO3<1.5
60-85 750≤EC<1500 3≤SAR<6 3≤Na<6 4≤Cl<7 1.5≤HCO3<4.5
35-60 1500≤EC<3000 6≤SAR<12 6≤Na<9 7≤Cl<10 4.5≤HCO3<8.5
0-35 EC<200 or EC≥3000 SAR≥12 Na<2 or Na≥9 Cl≥10 HCO3<1 or HCO3≥8.5

     

Table 3
IWQI parameters weights (wi) adopted from 
Majeed et al. (2010)

Parameters wi

EC 0.211
Na+ 0.204
HCO3

- 0.202
Cl- 0.194
SAR 0.189
Total 1

Where (IWQI) is the irrigation water quality index and it is a non-dimensional value 
between 0 and 100. For any sample, the higher value of (IWQI) gives the best quality of 
water according to Table 4 (Bernardo, 1995; Holanda & Amorim, 1997).

Table 4
Irrigation water quality index features adopted from Bernardo (1995) and Holanda and Amorim (1997).

WQI Water use 
restrictions

Recommendation
Soil Plant

85-100
No 

restriction 
(NR)

It can be used for most soils with a low 
potential to cause salinity and sodium 
problems, and filtration is recommended 
within irrigation practices, except for soils 
with very low permeability.

There are no toxic risks for most 
plants

70-85
Low 

restriction 
(LR)

It is recommended for use on irrigated soils 
with light texture or moderate permeability, 
and salt filtering is recommended. Soil 
sodium may occur in soils with heavy 
texture, and it is recommended to avoid their 
use on soils with high clay levels of 2: 1.

Avoid plants that are sensitive to 
salt

55-70
Moderate 
restriction 

(MR)

It can be used on soils with medium to 
high permeability values, while suggesting 
moderate salt leaching.

Plants with moderate salt tolerance 
can be grown.
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RESULTS AND DISCUSSION 

Water Quality Parameters and Spatial Distribution

The statistical parameters represented by the mean and standard deviation (SD) of the ten 
water quality parameters are presented in Table 5. It is noted that the mean rate in the dry 
season of the concentration of most water quality data exceeds the mean in the wet season 
for the same year due to the dilution process during high levels of water in the wet season 
(Hassan et al., 2017). Using the program (ArcGIS) and by taking advantage of interpolation 
and drawing the spatial distribution on the map of the region under study for the average 
concentration of the ten water quality parameters, which includes the locations of wells 
numbered from 1 to 24 as shown in Figures 3 and 4.

pH Effect. pH is affected by dissolved salts in groundwater such as carbonates, bicarbonate, 
silicates, fluorides, and other salts in the dissociated form. High values ​​(pH) indicate the 
presence of sodium and low values ​​reflect the presence of free acids in water (Kushwah 
et al., 2012). The spatial distribution shows that the values ​​of the (pH) are closely related 
and rise in the southern part (well 14 and 20) and the northwestern (well 11, 12, and 19). 
It decreases in the eastern part (well 20, 22 and 24) and the northern (well 10 and 7) on the 
map. The amount of the value of (pH) ranges from 7.01 to 7.93 with an average value of 
7.32. These values ​​are all within the parameters of the Food and Agriculture Organization 
(FAO) (6.5-8.5) (Ayers & Westcot, 1999). 

Electrical Conductivity (EC) Effect. EC is a good indicator for measuring the amount of 
dissolved solids in groundwater; therefore, it is used to detect pollutants in water. Through 

Table 4 (continue)

WQI Water use 
restrictions

Recommendation
Soil Plant

40-55
High 

restriction 
(HR)

It can be used on soils with high permeability 
without compact layers. A high frequency 
irrigation schedule should be adopted for 
water with an EC higher than 2.000 dS m-1 
and SAR above 7.0.

It should be used to irrigate plants 
with medium to high salt tolerance 
with special salinity control 
practices, with the exception of 
water with low values of sodium, 
chloride, and HCO3. 

0-40
Severe 

restriction 
(SR)

Its use for irrigation should be avoided under 
normal conditions. In special cases, they 
may be used occasionally. Water with low 
levels of salt and a high specific absorption 
rate requires the application of gypsum. In 
soils with high salt content, the soil should 
be of high permeability, and excess water 
should be used to avoid salt accumulation.

Only plants with high salt tolerance, 
except for water with very low 
values of Na, Cl and HCO3

 Note: SR – severe restriction; HR – high restriction; MR – moderate restriction; LR – no restriction.
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measuring electrical conductivity, one can gain the concentration of salts and mineral 
substances in groundwater (Deshmukh, 2013). Noting the spatial distribution of (EC), 
their values ​​are high in the eastern parts (wells 20, 21, 22, and 24), the far west (wells 12, 
16 and 19) and low in the central western part (wells 1, 6, 7, 8, 9, and 10) of the map. It 
is noted that the values ​​of electrical conductivity were confined between 1518 μs / cm) 
and 10190 μs / cm) for the dry season of the year 2018. According to the specifications of 
FAO, (31%) of all groundwater samples are moderate salinity (700– 3000 μs/cm) and the 
rest are very salty (above 3000 μs/cm).

Total Dissolved Solids (TDS) Effect. Dissolved solids consist of water leaching through 
the soil, dissolved limestone, gypsum, rocks exposed to erosion and other salts. The flow 
of water through the subsurface and geological formations carries with it many salts and 
dissolved ions, thus changing the quality of the groundwater (Jain et al., 1997). Increasing 
concentrations of dissolved salts such as sodium, magnesium, chlorides, sulfates, and 
calcium carbonate in addition to human activities will contribute to increase the amount of 
salinity in the groundwater and thus increasing the amount of TDS (Salama et al., 1999). 
Through the spatial distribution of (TDS), it is noted that its values ​​are high in the eastern 
parts (wells 20, 21, 22, and 24), the far west (wells 12, 16, and 19). Yet, it is low in the 
central western part (wells 1, 6, 7, 8, 9, and 10). The lowest value for (TDS) is (1220 mg 
/L) at the highest value (8021 mg /L) in the dry season of 2018. The food and agriculture 
organization has determined the values ​​of (TDS) as causing a slight to moderate restriction 
in the use of irrigation water (Slight to Moderate of Restriction on use if its value is between 
(450-2000 mg/L) and severe restriction if it increases above this limit. It was noted that 25% 
of the measured samples with TDS values ​​were described as slight to moderate restriction 
and the rest were highly restricted water in use. 

Cation (K2+, Na+, Mg2+ and Ca2+) Effect. The most important sources of cation in 
groundwater are weathering processes of soil and rocks, whether sedimentary or igneous, 
and human activities. They reach groundwater by filtering water through the soil (Sravanthi 
& Sudarshan, 1998; Basha et al., 2010; Lateef, 2011). Mostly, the spatial distribution shows 
that the values ​​of cations on the map are high in the southeast and northwestern part and 
decrease in the eastern and northern part on the map. Through Table 5, the lowest values 
were (K= 0.975 mg/L in the dry season of 2018, Na+= 68 mg/L for the wet season of the 
same year, Mg2+ = 5.16 mg/L for the wet season of 2019 and Ca2+ = 17.6 mg/L for the 
wet season of 2019). The highest values were (K2+ =124.8 mg/L is in the dry season of 
2018, Na+ = 736 mg/L, for the wet season for the same year, Mg2+ = 159 mg/L for the wet 
season for 2019 and Ca2+ = 366 mg/L for the dry season of the same year). The acceptable 
limitations for positive elements are (K2+ <10 mg/L, Na+ <50 mg/L, Mg 2+ <24 mg/L, Ca2 
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+ <120 mg/L). For four seasons, the results of the groundwater analysis showed that 65%, 
100%, 90% and 60% of the observed values for K2+, Na+, Mg2+ and Ca2+ respectively, are 
higher than the desired limits.

Anion (Cl-, SO4
2-, HCO3-) Effect. The important source of chloride salts (Cl-) in 

groundwater is weathering processes for rocks and soil and are transported to groundwater 
by filtration. While sulfates (SO4

2-), groundwater reaches it through weathering processes 
of (sulphide-bearing) or soil can be another source for sulfates. Further, evaporation 
deposits can also be a source for sulfates. Another important source is airborne pollutants 
containing sulfur oxides and converts them to sulfuric acid during rain fall to filter into the 
soil (Singh et al., 2012; Mallick, 2017). Having bicarbonate ions (HCO3

-) in groundwater 
is associated with the presence of magnesium and calcium ions or is released from rocks, 
soil and the disintegration of the gypsum or the presence of carbon dioxide and calcium 
carbonate water that interact in the presence of water to produce (HCO3

-) (Ravikumar & 
Somashekar, 2015; Al-Qawati et al., 2018). In general, the spatial distribution of anions 
values ​​on the map shows that they are high in the southern part and somewhat western part 
and low in the northern part excepting the wells 12 and 13 on the map. The lowest value 
was (Cl- =157.85 mg/L in the dry season, SO4

2- = 96 mg/L, for the wet season, and HCO3
- = 

90 mg/L for the wet season) for the year 2018. As for the highest value of Cl- =1200 mg/L 
in the dry season of 2018, SO4

2- = 1412 mg/L, for the dry season of 2019, and HCO3
- = 

955 mg/L for the season dry for the year 2018.  Allowed values for negative elements are 
(Cl- <140 mg/L, SO42- <400 mg/L, HCO3

- <120 mg/L). For four seasons, the results of 
the groundwater analysis showed that 100%, 75% and 97% of the values of Cl-, SO4

2- and 
HCO3

-, respectively, were higher than the permissible values.

Sodium Absorption Ratio (SAR). SAR is an important component for assessing the 
validity of irrigation water. The higher the sodium concentration in irrigation water is the 
more sodium absorption will increase. This reduces the validity of irrigation water. The 
effect of irrigation water on soil permeability to water depends on the interference between 
the flocculating effects of specific conductance and the diffusion effect of sodium. If the 
specific conductance is high, this increases the soil’s tolerance to water with a high SAR 
(Bhat et al., 2018). The distribution of the value of (SAR) spatially distributed scattered 
over the directions of the map may seem high for wells (4, 10, 12, 16, and 22), and low 
for other wells (7, 14, 17, 18, and 21). The FAO organization has defined different ranges 
of the value of (SAR). The higher the electrical conductivity is the greater the negative 
impact of the (SAR) on the water viability for irrigation purposes. The maximum value 
was in the dry season of the year 2018 and was (SAR = 5.27). The lowest value (SAR = 
1.49) was in the wet season of 2019 and is somewhat close to the corresponding value in 
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the year 2018 (SAR = 1.51). For SAR values between (0-3 and 3-6), the values of (EC) 
were (<700,700-2000 and > 2000 µs / cm) leading to problems ranging from zero-effect, 
medium to high-impact, respectively.

Figure 3. Spatial distribution of average of pH, EC, TDS and K+ in the studied area

Figure 4. Spatial distribution of average Na+, Mg2+, Ca2+, Cl-, SO4-, HCO3
- and SAR in the studied area
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Irrigation Water Quality Index (IWQI)

Based on Equations 1 and 2 as well as Table 2 and 3, the Water Quality Index (IWQI) 
for the dry and wet seasons of 2018 and 2019 for all wells was calculated.  The values ​​of 
(IWQI) are shown in Figure 5. Figure 5 shows the changes in the values ​​of (IWQI) over the 
four seasons of most wells where the highest values ​​of (IWQI) were in the wet season of 
2018 and the lowest values ​​in the dry season for the same year. The annual rate of (IWQI) 
values ​​were calculated for each season separately and as in Table 6. Table 6 shows that 
the water quality in the wet season is of higher value (IWQI) than most of the dry season 
for most wells. In general, the high-water levels in the wet season in the Hilla River and 
the branching irrigation canals raise the water level (Al-Amar, 2015). Consequently, this 
reduces the concentrations of water quality elements due to dilution which leads to high 
values ​​of (IWQI) and improvement of groundwater quality accordingly. By comparing 
the values ​​of (IWQI) with the determinants in Table 4, the quality of the well water can be 
classified into several classes, as shown in Table 7. For example, (67%) of the wells in the 
dry season of 2018 can be classified under the category (SR) and (29%) and (4%) of the 

Table 6
Wells IWQI of each season and year

Well 
No.

Mean of IWQI Overall mean  of
IWQI

Well
No.

Mean of IWQI Overall
mean  of IWQIDry Wet Dry Wet

1 43.08 58.81 50.95 13 31.25 53.20 42.22
2 32.58 51.89 42.24 14 45.93 44.66 45.29
3 39.55 56.23 47.89 15 29.60 42.31 35.95
4 30.58 46.52 38.55 16 26.77 34.86 30.81
5 35.46 39.79 37.62 17 46.68 43.45 45.07
6 40.16 41.05 40.60 18 51.87 48.93 50.40
7 41.96 66.72 54.34 19 34.28 44.15 39.21
8 36.32 49.27 42.80 20 26.94 48.63 37.78
9 47.66 56.97 52.31 21 32.17 47.82 40.00
10 35.49 45.69 40.59 22 26.18 43.21 34.70
11 40.45 40.53 40.49 23 37.38 63.16 50.27
12 25.50 36.53 31.01 24 35.29 39.08 37.19

Table 7
IWQI classification of groundwater quality

IWQI Water Use 
Restrictions

2018 2019
Dry Wet Dry Wet

0-40 SR 67% 37.5% 62.5% 41.7%
40-55 HR 29% 33.3% 37.5% 45.8%
55-70 MR 4% 8.3% ....... 12.5%
70-85 LR ...... 20.8% ..... ......
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wells under the category (HR) and (MR), respectively, and so on. Through the schedule, we 
can say that these wells in the best conditions suffer from restrictions in use for irrigation 
purposes and the problem is more than that in the dry season. 

Figure 5. The four seasonal variation at each well is shown starting with 2018 (dry), 2018 (wet) followed 
by 2019 (dry) and lastly 2019 (wet).
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CONCLUSION

 The main conclusions of this study can be summarised as:  
1.	 The values of (IWQI) were higher in the wet season than in the dry season, since the 

dry season results in a decline in the discharge of the Hilla River and its branches, 
which provides fresh water to the region’s wells. 

2.	 The spatial distribution shows that there is a slight variation of pH values with an 
irregular change in the values of (SAR) for all wells and for the years of study in 
its dry and wet seasons.

3.	 High (EC) and (TDS) levels in groundwater suggest high salinity, which is caused 
by soil leaching. It is hard to use for direct irrigation. The spatial distribution of 
EC and TDS is high in the eastern and western parts of the area map, but low in 
the central western parts.

4.	 For the positive ions, 65%, 100%, 90%, and 60% of observed values ​​K2+, Na+, 
Mg2+ and Ca2+, respectively, were higher than the permissible limits. The spatial 
distribution on the map is high in the southeastern and northwestern part and low 
in the eastern and northern part. As for the negative ions, 100%, 75%, and 97% 
of the values ​​for Cl-, SO4

2-, and HCO3
-, respectively, were also higher than the 
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permissible limits. The spatial distribution on the map is high in the southern part 
as well as the part Western and low in the northern part.

5.	 The SAR values do not cause significant problems in filtering the main components 
into the soil. (85%) of (SAR) values between (3-6) and (EC) values greater than 
(1200 µs / cm). 15% of the SAR values between (0-3) where EC are greater 
than (700 µs/cm). The spatial distribution of SAR values is random on the map, 
depending on the change in sodium concentrations.

6.	 For dry and wet seasons, a large percentage of wells have poor water quality and 
need relatively high permeability soils and salt-resistant plants.
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ABSTRACT

The sustainability of the SMEs depends on how the SMEs could compete with their 
competitor. Utilizing technology is a way that can be used to survive in those competitions. 
Unfortunately, some of the SMEs in Indonesia could not afford to utilize the technology 
due to financial problems. Therefore, the aim of this research is to create an ergonomic 
working environment by utilizing the technology through the design of the press and 
molding machine. In its application, the concepts of Rapid Entire Body Assessment (REBA) 
and Rapid Upper Limb Assessment (RULA) were used to assess the working posture. The 
results of this assessment show that the working environment of this SME, especially in 
the pressing and molding process was not ergonomic and need to be improved. The given 
improvement is in the form of press and molding machine design and its prototype. The 
designing process was done using the concept of Quality Function Deployment (QFD). On 
the other side, to assess the level of success for the given design and machine, the REBA and 
RULA assessment was carried out. The results of the REBA and RULA assessment for the 
new machine showed that it could decrease the previous score of both REBA and RULA. 

The results of this research are expecting to 
increase the production capacity, minimizing 
the occurrence of MSDs, and improving the 
quality of the chips. In the long-term, it will 
be able to increase the competitiveness of 
this SME.    

Keywords: Ergonomic, posture, quality function 
deployment, rapid entire body assessment, rapid upper 
limb assessment
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INTRODUCTION

The use of technology has an important role both in big company and SMEs. With the 
existence technology, it can provide convenience in all aspects and even the users seem to be 
spoiled by the various conveniences that can be done. Besides, the use of technology could 
help the company to increase their competitiveness (Ahmedova, 2015). In contrary, many 
SMEs in Indonesia has a lot of difficulties such as lack of skills, funding, and technology 
which could decrease the ability to increase the competitiveness (Maksum et al., 2020). 
Whereas according to Ramayah et al. (2005) maintain the business competitiveness is the 
most important factor to keep the SMEs sustain in the long-term business survival. 

The use of technology considered as an innovation in the business and machinery is 
categorized as a technology tools in the business operation (Rahman et al., 2016). The use 
of machinery in SMEs could shorten the production time, produce a product with a precise 
size, so that in the future it will be able to meet the market demand. Moreover, the use 
of machinery could minimize the occurrence of musculoskeletal disorders (MSDs) since 
most of the machine was made based on the certain health standard and pay attention to 
the user safety. MSDs are the injuries or pain in the joints of the body, ligaments, nerves, 
muscles, and structures that support the body or it can be called as a disorders that affect 
the movement of the body or the human skeletal muscle system (Revadi et al., 2019). 
Punchihewa (2010) stated that force (load), repetition, and posture such as prolonged 
static loads and forceful exertion, the extreme postures, and repetitive motion are the main 
factors that could causes MSDs. 

This research was conducted in one of SMEs which produce cassava chips and located 
in Tulungagung, East Java, Indonesia. This SMEs produce chips using traditional tools, 
to be exact, they mold the chips by the fork and press it. Those action has been done 
in repetitive. In the long-term, this matter could lead to the musculoskeletal disorders 
(MSDs). Besides, since this process was done manually, it can affect the size of the chips. 
The results of observations in the field showed that the chips have a different diameter 
and thickness. Therefore, an effort is needed to deal with these various problems. The 
objective of this research is to design the ergonomic press and molding machine using 
the concept of ergonomic and Quality Function Deployment (QFD). In the future, this 
machine design is expected to be able to increase the production capacity, produce chips 
with more precise size, and be able to reduce the possibility of MSDs due to repetitive 
motion. Furthermore, in the long-term this machine is expected to be able to increase the 
competitiveness of this SMEs.

LITERATURE REVIEW

Biomechanics studies the strength, endurance, speed, accuracy, and limitations of humans 
in carrying out the activities. This factor is closely related to material handling activities, 
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such as manual lifting and moving, and other jobs that involve a lot of body muscles. 
Besides, work posture is a determining point in analyzing the effectiveness of a job. If the 
work posture that has been carried out by the operator is good and ergonomic, then it can 
be ascertained that the results obtained by the operator will be good, but if the operator’s 
work posture is wrong or not ergonomic then the operator will be easily tired, and it may 
cause the MSDs. If the operator is easily tired, the results of the work will also decrease 
and are not as expected (Akshinta & Susanty, 2017). 

Rapid Upper Limb Assessment (RULA) is the survey method in ergonomic which 
is used as an investigation tools in determine the MSDs. It is the simplest, easiest to 
understand, and quick to complete. This method used to assess the biomechanical and the 
work postures based on the body position while doing the activity. The assessment of RULA 
can be done with the help of RULA worksheet that has been proposed. RULA assessment 
is mainly focus on the upper body, which consist of neck, trunk, upper arm, and lower arm. 
Besides, this method also assess the function of muscle and the loads (Ijaz et al., 2020). 
RULA is a method to analyzing the ergonomics of a work posture with the use of the upper 
body. RULA analysis is carried out if there is a report about the complaints in the upper 
body caused by unergonomic postures. The RULA method is easy to use because it does 
not require any special equipment in its implementation. Some of the factors analyzed 
by the RULA method are work position in a static state, workload, work period, and also 
muscle energy used (Tiogana & Hartono, 2020).

Meanwhile, Rapid Entire Body Assessment (REBA) is the most detailed assessment 
since it assesses all the movement of the entire body while doing the activity. This method 
was developed to evaluate the potential work related to the MSDs. Besides, REBA was 
designed to make it easy to understand and there is no need for the high skill or expensive 
equipment. The REBA worksheet and a stationary was the things that needed when 
conducting this assessment (Tiogana & Hartono, 2020). The aim of this method is to divide 
the body to a different portion then separately assess it based on its angles. As well as the 
RULA, the REBA assessment was conducted using the help of REBA worksheet. In this 
assessment, the scores were obtained from the body postures alignment, the weight on 
muscles and the coupling scores. The final scores of REBA assessment is the summation 
of values from both groups. According to Ijaz et al. (2020) the loading of biomechanical 
and postural has always been successfully assessed using this simple worksheet. The scores 
were obtained from a different body part such as trunk, neck, and legs in the section A, 
whereas the section B consist of the assessment of the upper and lower arm, wrist, and wrist 
twist. In the section C, the summation of both score in section A and B was conducted. The 
REBA assessment could highlight and determine the level of urgency. 

The use of RULA and REBA assessment made the analysis of work posture are easy 
and reliable. Moreover, Kee et al. (2020) stated in their research that RULA is the best 
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technique that could be used for assessing the working posture. On the other hand, some of 
the research also highlighted the use of this method if it will be used alone or combined it 
with other method. Punchihewa (2010) stated that conducting the REBA technique without 
being combined with other method will be failed to give the best solution to minimize the 
MSDs. It will be better if the designing process was included in those assessment. Therefore, 
in this research the designing process using QFD will be included. 

Quality Function Deployment (QFD) is the deployment tools which is widely used 
in the total quality management (TQM). QFD is a process to translating the requirements 
of customer into the technical requirements of a product. This process started with 
capturing the voice of customer into the product and fed into the product through the 
technical definitions of each customer demand in the effective way (Shil et al., 2010). 
In the product planning, a trade-off will be reached if the customer requirements and the 
technical adaptability are be depicted through the house of quality (HOQ). QFD approach 
is based on the deploying consumer expectations (What) in term of design and production-
parameters (How). The correlations between what and how will be explained in the HOQ 
matrix. This matrix allows the integrations between the related elements to analyzing 
the product competition and to identifying the synergies and the contra-dictions between 
different characteristic of the product. Thus, this matrix offers the advantages for the user, 
the designer, and also for the decision maker of the product development (Marsot, 2005).

RESEARCH METHODOLOGY

This study was conducted at the Cassava Chips-SMEs in Tulungagung, East Java, 
Indonesia. This research was divided into three main stages, first is the observation in the 
field, followed by an assessment of work posture using the REBA RULA method, and 
ended by the designing process. The results of the observation in the field showed that 
this SME was facing problems such as the use of traditional equipment that causes the 
chips has a different size, and the work environment which is not ergonomic. Therefore, 
the objectives of this research are to designing the press and molding machine that can be 
used to minimize those problems. Figure 1 shows the stages of this research.

This research began with the observation stages, this stage has been done to find out 
the problems that are currently faced by this SME. The next step is to conduct the literature 
review. This step is done to find out the appropriate method that can be used to solve those 
problems. After finding out the appropriate method, the next stage is the assessment. This 

Figure 1. The stages of the research

Observation DesigningAssessment
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assessment is conducted to assess the current condition and to double-check the working 
posture during the production process. The concepts of REBA and RULA were used to 
conducting that assessment. The results of the assessment will be used as a reference in 
designing the machine. The last stages, the designing stages was conducted using the 
concept of QFD. The designing process was done according to the voice of the customer and 
prioritizing scale in the HOQ matrix. The designing process also includes the prototyping 
of the machine. 

RESULTS AND DISCUSSION

The results of field observations indicate that this SME is still using traditional equipment 
in its production process. Even though it has a large market demand, in practice the 
carried-out production capacity is still insufficient. This is due to inadequate production 
equipment. This SME produces cassava chips as its main product. The process of making 
these chips begins with peeling the cassava skin, which is the main ingredient, then the 
cassava will be milled and stored in the refrigerator for two days. The cassava dough that 
has been stored in the refrigerator for 2 days will be mixed with various spices, stirred, 
and molded. The molding process was done in the standing position and was traditionally 
undertaken using the help of a tray and fork. A tablespoon of the dough will be pressed into 
the tray and will be molded using a fork. The molding process is carried out repetitively 
so that in the long-term it may cause MSDs. In addition, due to the manual use of tools, 
the results of the molding also have different thicknesses and diameters. So, it can be said 
that this traditional pressing and molding process is able to have a negative impact on the 
sustainability of this SME. Therefore, it is necessary to design the ergonomic press machine 
so that the negatives impact can be reduced.

The next step of producing the cassava chips is steaming. The cassava dough that has 
been molded will be steamed for approximately 4-5 minutes. After being steamed, the 
dough will be dry in the sun for about 2-3 days. The last step is the packaging process, 
this SME produced 2 kinds of chips package that is the raw and the cooked one. All those 
variants will be packed in 2 ounces or 1 kg packaging. In this research, the focus will be 
on the pressing and molding process since it has a problem that needs to be improved. The 
improvement begins with conducting the assessment using REBA & RULA concepts. The 
objective of this assessment is to check or assess the current work posture in the pressing 
and molding process. Figure 2 shows the results of the REBA assessment.

Figure 2 explain the step of conducting REBA assessment. The results of the assessment 
showed that the REBA score is 5 which means that the work posture in pressing and 
molding process are in the medium risk and further investigation and change are needed. 
This matter will be used as a reference to design the machine. Furthermore, the RULA 
assessment was also carried out. Figure 3 shows the step of RULA assessment.
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Figure 2. The results of REBA assessment

Figure 3. The results of RULA assessment
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The results of the assessment showed that the RULA score is 5 which means further 
investigation and change are needed soon. The risk assessment that has been done using 
REBA and RULA concepts needs to be combined with other methods to providing the 
appropriate solutions. According to Punchihewa (2010), some researchers used the REBA 
technique to assess the risk of MSDs but it is not combined with other methods. As a result, 
those tools failed to provide the best solution to minimize the MSDs. This method might 
be useful if the designed process is integrated to help the designers to communicate about 
the requirements. QFD is the potential method that could improving this drawback. QFD 
is a helpful method that could communicating the requirements for the design with other 
information of the product design. Besides, QFD also known as the powerful tool in fulfills 
the customer satisfaction by translating the voice of customer in the designing or product 
development (Shil et al., 2010). On the other sides, Hashim and Dawal (2012) stated that 
QFD can be used as a tools to help the prioritizing process of the design requirement based 
on their important values so that the customer expectations can be fulfilled. Considering 
the advantages of QFD, therefore the designing process of press and molding machine 
will be conducted using QFD. 

The first step before designing the HOQ matrix is to propose the list of the voice of 
customers. This step was conducted through the interview with the employee of this SME. 
The results of the interview will be used as the statement in the questionnaire. A Likert 
scale from 1 to 5 was used to give the answer. The questionnaires will be distributed to 
all the employees and the owner, which is a total 30 number of people. The results of the 
questionnaire will be evaluated using reliability tests and validity tests. The aim of this test 
is to determine the validity or suitability of the questionnaire which is used by researchers 
to obtain data from respondents. The reliability and validity tests were conducted using 
the help of SPSS software. Figure 4 shows the results of the reliability test.

Figure 4 shows that the data obtained from the respondents are reliable since the 
Cronbach’s Alpha is 0.426 which is greater than the score of the R table, 0.361. Therefore, 
it can be concluded that the data was reliable and consistent. Meanwhile, to figure out the 
validity of the data, a validity test was conducted. Figure 5 shows the results of the validity 
test using SPSS.

The results of validity tests using SPSS shows that the value of Pearson Correlation to 
all the variable has a greater value than the R table which is 0.361. Therefore, it concluded 

Reliability Statistics
Cronbach's Alpha N of Items

,426 7

Figure 4. Results of Reliability Test 

that the used data was valid. Furthermore, 
all the gathered voice of customers will be 
used and placed in the left-hand column 
of HOQ matrix. Meanwhile, the technical 
requirements will be identified by the QFD 
team or in this research is known as the 
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 V1 V2 V3 V4 V5 V6 V7 Total 

V1 Pearson Correlation 1 -0.027 0.074 0.137 0.091 -0.087 0.201 0.428* 

Sig. (2-tailed)  0.889 0.697 0.472 0.631 0.647 0.286 0.018 

N 30 30 30 30 30 30 30 30 

V2 Pearson Correlation -0.027 1 -0.039 0.398* 0.014 0.216 0.000 0.475** 

Sig. (2-tailed) 0.889  0.838 0.029 0.943 0.251 1.000 0.008 

N 30 30 30 30 30 30 30 30 

V3 Pearson Correlation 0.074 -0.039 1 0.339 0.000 -0.183 0.473** 0.465** 

Sig. (2-tailed) 0.697 0.838  0.067 1.000 0.334 0.008 0.010 

N 30 30 30 30 30 30 30 30 

V4 Pearson Correlation 0.137 0.398* 0.339 1 0.040 0.120 0.136 0.652** 

Sig. (2-tailed) 0.472 0.029 0.067  0.835 0.527 0.472 0.000 

N 30 30 30 30 30 30 30 30 

V5 Pearson Correlation 0.091 0.014 0.000 0.040 1 0.013 0.069 0.373* 

Sig. (2-tailed) 0.631 0.943 1.000 0.835  0.946 0.715 0.042 

N 30 30 30 30 30 30 30 30 

V6 Pearson Correlation -0.087 0.216 -0.183 0.120 0.013 1 0.066 0.367* 

Sig. (2-tailed) 0.647 0.251 0.334 0.527 0.946  0.728 0.046 

N 30 30 30 30 30 30 30 30 

V7 Pearson Correlation 0.201 0.000 0.473** 0.136 0.069 0.066 1 0.569** 

Sig. (2-tailed) 0.286 1.000 0.008 0.472 0.715 0.728  0.001 

N 30 30 30 30 30 30 30 30 

Total Pearson Correlation 0.428* 0.475** 0.465** 0.652** 0.373* 0.367* 0.569** 1 

Sig. (2-tailed) 0.018 0.008 0.010 0.000 0.042 0.046 0.001  
N 30 30 30 30 30 30 30 30 

 
Figure 5. The Results of Validity Test using SPSS
*. Correlation is significant at the 0.05 level (2-tailed).
**. Correlation is significant at the 0.01 level (2-tailed).

researchers. Besides, the relationship between the customer requirements and technical 
requirements were also generated by the QFD team. In the right-hand column, competitive 
analysis was performed with five competitors. The relations between the technical 
requirements and the degree of difficulty were established based on the knowledge of the 
experts, and also the recommendations of the consultants (Erdil & Arani, 2019). Figure 6 
shows the proposed HOQ that has been done in this research.

The results of the HOQ matrix show that the voice of customer which has the highest 
importance level, respectively are the conveniences while using the machine, user friendly, 
has an ergonomic design, and can increasing the production capacity. Therefore, the 
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given design of press and molding machine will be referring to those attributes so that the 
customer satisfaction can be fulfilled. Figure 7 shows the proposed design of pressing and 
molding machine.  

According to the voice of a customers, the provided machine design is ergonomically 
designed in such a way as to provide conveniences to its users. Hence, the size of the 

Figure 6. The HOQ Matrix

Figure 7. The design of pressing and molding machine
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machine is being concerned so that the fatigue could be reduced. Besides, to avoid fatigue 
when doing the pressing and molding process, the machine design will be placed on the 
table so that the body position while doing the pressing and molding is in a sitting position. 
Figure 8 shows that it has a user-friendly design so that it will be easier to use, even the 
maintenance process is easy to do. This design is expected to increase the number of 
production capacity of this SME. Figure 9 shows the prototype of this design. 

Figure 9 shows that the machine was executed by hand but in an ergonomic manner. 
Besides, this machine was made for the sitting position. The used material consists of iron 
and stainless steel. As stated in the previous section, this SME still utilizes the traditional 
equipment to do the pressing and molding process, and which done manually so that it 
will take a long time to press and molding the chips and resulting in the differences in both 

 

Explanation: 
A : Upper Frame (Hollow) 
B : Pressing Frame (Hollow) 
C : Base Frame (Hollow) 
D : Pole axle 
E : Pole Shaft Frame 
F : Lever pole 
G : Lever shaft bosses 
H : Pressing spring(1 Peer) 
I   : Supeeror hook 
J   : hill lever 
K  : pressure plate (Stainless) 
L   Pressure plate base (Stainless) 

Figure 8. The part of the machine

Figure 9. The prototype of pressing machine
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Figure 10. The Results of REBA assessment

the thickness and the diameter. Some of the advantages offered by this machine are the 
molding time is 0.5 minutes per tray which is 16 chips in a tray, the used of this machine 
could minimize the occurrence of fatigue, has a strong and stable construction, and utilizes 
the food grade material. On the other side, to prove that the given design has been able 
to reduce the problems faced by this SME, the assessment using REBA and RULA was 
conducted once more. Figure 10 shows the results of the REBA assessment meanwhile 
Figure 11 shows the results of the RULA assessment.

The results of the REBA assessment show that the score of REBA was 2 which is means 
that the new machine has a low risk, and the change may be needed. When compared with 
the previous assessment, the score has been decreased from 5 to 2. Besides, the results of 
the RULA assessment also showed the significant results. Figure 11 shows the calculation 
of RULA assessment. 

The results of the RULA assessment for the given machine also gave positive feedback. 
Figure 11 shows that the score of the RULA assessment is 2 which means acceptable 
posture. Compared with the previous assessment, the new machine is succeeding to decrease 
the score from 5 to 2.
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CONCLUSION

The results of the posture assessment using REBA RULA show that the pressing and 
molding processes need to be improved. The improvement process is carried out by 
designing a pressing and molding machine. The results on the HOQ matrix show that the 
conveniences of the user, has an ergonomic design, user friendly, and could increase the 
production capacity are the voice of customers with the largest priority scale. Therefore, 
the given design will refer to these requirements. This research is not only designing 
the machine but also create the machine prototype which also refers to the customer 
requirements. The designed machine is capable to produce 16 chips in 0.5 minutes and 
the production results have a high degree of precision. Besides, to prove that the given 
recommendations gave the positives impacts, the REBA and RULA assessment of the new 
machine was conducted. The results of the REBA and RULA assessment show that the 
use of a new machine could decrease the score from the previous assessment. Therefore, 
it can be concluded that the use of the new machine is able to solve the problems faced by 
this SME. For future research, a cost analysis might be needed.

Figure 11. The Results of RULA assessment
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ABSTRACT

The lightweight titanium alloys possess good resistance to corrosion and temperature. They 
are used in turbine engines and aircraft structures. The strength of weld joint is dependent 
on thermal history in the weld zone and the weld bead geometry. The quality of weld can 
be improved by specifying the optimal welding parameters. Trial-and-error experimental 
methods are time-consuming and expensive. This paper deals with Computational Fluid 
Dynamics (CFD) models to carry out three-dimensional thermo-fluid analysis. Buoyancy 
and Marnangoni stress are incorporated. Temperature dependent properties of Ti-6Al-4V 
alloy and the process conditions are specified for generating the weld bead profile. The 
CFD model is validated initially through comparison of existing test data. Further studies 
are made by conducting tests on the pulsating laser welding of Ti-6Al-4V alloy. The 
effects of welding speed, pulse width and pulse frequency on the weld bead geometry are 
examined. This study confirms the adequacy of modeling and simulations of weld bead 
geometry with test results.

Keywords: Beam diameter, frequency, power, pulse width, weld bead

INTRODUCTION

Welding is one of the critical technologies 
in most of the relevant engineering 
applications.  Gas Tungsten Arc Welding 
(GTAW) and Electron Beam Welding 
(EBW) are widely being used in aerospace, 
automotive, chemical, food, medical and 
nuclear industries. Laser Beam Welding 
(LBW), a fusion joining technique, is 
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characterized by small Heat Affected Zone (HAZ) and Fusion Zone (FZ), and minimal 
distortion. Advanced research is directed towards development of modeling and simulation 
tools, in addition to the process control in welding metallurgy (Wu et al., 2018; Ruan et al., 
2018; Dal & Peyre, 2017; D’Ostuni et al., 2017; Popescu et al., 2017). Extensive studies are 
made on laser weld joint properties of metallic materials such as Al-based alloys (Zhang 
et al., 2017), AZ31 alloy (Lu et al., 2018), Al-steel (Cui et al., 2017; Casalino et al., 2017), 
steels (Górka & Stano, 2018; Mohammed et al., 2017; Xue et al., 2017; Evin & Tomáš, 
2017), and Ti-based alloys (Zeng et al., 2017; Sánchez-Amaya et al., 2017; Caiazzo et al., 
2017b). Mashinini & Hattingh (2018) have utilized LBW for joining 3 mm thick Ti-6Al-
4V alloy sheets. Chmelíčková et al. (2020) have characterized butt welds of Ti-6Al-4V 
alloy sheets. Welding has been performed using a pulsed Neodymium-doped Yttrium 
Aluminum Garnet (Nd:YAG) laser under argon shielding gas atmosphere. The effects of 
LBW processes for titanium alloys are examined on weld pool shape, bead width, HAZ 
and other weld bead characteristics.

Kumar et al. (2017) have performed LBW of Ti-6Al-4V alloys in butt configurations. 
Rajulu et al. (2018) have conducted experiments to examine the weld bead characteristics 
considering the process variables (such as pulse frequency, pulse width, welding speed, 
and pulse energy). Empirical relations are developed using response surface methodology 
(RSM) for the bead geometry in terms of the process variables. Caiazzo et al. (2017a) 
have conducted number of weld trials on Ti-6Al-4Vplates in corner joint followed by 
microstructure and microhardness tests. Optimal LBW process variables are identified with 
minimal undercut and porosity. Liu et al. (2014) have made the fatigue damage evolution 
on pulsating laser welding of Ti-6Al-4V alloy. Amaya et al. (2013) have observed fine 
grain microstructure by low heat input causing enhancement in the critical nominal strain 
delaying crack-initiation. Cai et al. (2017) have used pure Ti-filler with laser to improve the 
welding properties of γ-Ti-Al alloy. Boccarusso et al. (2015) have examined the influence 
of LBW parameters on defects in Ti-6Al-4V hot rolled sheets. Junaid et al. (2017) have 
performed pulsating laser welding of Ti-5Al-2.5Sn alloy to examine the effect of LBW 
parameters on weld pool shape, pulse overlap, oxide formation and microstructure (using 
Scanning Electron Microscope (SEM) and Optical Microscope (OM)). Laser peak power 
indicates significant effects on the FZ oxygen contents and grain size. Weld pool shape is 
controlled by the peak power and heat input per unit length. Kashaev et al. (2016) have 
analyzed the morphology of butt and T-joints in LBW of Ti-6Al-4V alloy and achieved 
low porosity in the desired seam geometry. Hong and Shin (2016) have adopted a multi-
physics prediction model to analyze the bead profile and properties in laser welding of 
Ti-6Al-4V alloy.

The strength of weld joint is dependent on thermal history in the weld bead geometry. To 
improve the quality of weld, there is a need for specifying the optimal welding parameters. 
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Time consuming trial-and-error approaches are expensive. Computational welding 
mechanics (CWM) has become an active field in the Welding Science and Technology. 
However, use of CWM in industries is in the initial stage. A CFD model for 3D thermo-
fluid analysis is developed incorporating the buoyancy and Marnangoni stress. Temperature 
dependent properties including the process conditions are specified for estimating the weld 
bead profile. The CFD model is validated initially through comparison of existing test data. 
Later on, tests are conducted for further validation of the developed model on the pulsating 
laser welding of Ti-6Al-4V alloy. The influence of welding speed, pulse width and pulse 
frequency on weld bead geometry are investigated. The test results are compared with 
three dimensional unsteady numerical simulations.

MATERIALS AND METHODS

Titanium alloys are light in weight and possess good resistance to corrosion and temperature. 
Welding tests are conducted with pulsed laser beam on Ti-6Al-4V alloy to study the weld 
pool geometry. A three-dimensional fluid flow and heat transfer model is developed for 
generation of weld bead geometry using a volumetric laser heat source. Details on the 
model development and welding process simulations using Ansys 16 fluent are presented 
below. This section also highlights the validity of numerical simulations with test results.

Thermo-fluid Analysis

In laser welding, thermo-fluid phenomena were examined by integrating the user defined 
functions with the code of finite volume method in ANSYS and solving the Navier–
Stokes and the k-𝜀 equations in mushy zone and regions of weld pool as in Equation 1 
(Satyanarayana et al., 2018; Satyanarayana et al., 2019a; Satyanarayana et al., 2019b). 

The continuity equation is:

( ) 0=⋅∇+
∂
∂ V

t


ρρ 						      [1]

Here ρ , t and V


 are the density, time and the weld pool velocity respectively.
The density ( )ρ  and the liquid mass fraction ( )Lf  are defined in Equation 2 and 3:

( ) SLLLSSLL ffff ρρρρρ −+=+= 1 			   [2]

( )( ) [ ]
L
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SL
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The momentum Equation 4 is as below (ANSYS, 2013; ANSYS, 2016):

( ) ( ) WSgVpVV
t
V 


++∇+−∇=⋅∇+
∂

∂ ρµρρ 2 		  [4]

Here p, µ  and gρ  are the static pressure, viscosity, and the gravitational body force.	
Denoting mushA as the mushy zone constant and w  as the pull velocity, the source term 

(or momentum frictional dissipation) in the mushy zone is expressed as Equation 5 (Voller 
& Prakash, 1987; Brent et al., 1988)

( ) ( ) ( )wffS LLW
 2133 110 −+=

−−
mushA 			   [5]

The enthalpy-porosity technique of Jalali and Najafi (2010) is adopted to identify the 
interface from the phase change. 

The energy Equation 6 is: 

( ) ( ) ( ) STHV
t
H

+∇⋅∇=⋅∇+
∂

∂ κρρ 
			   [6]

Here ( )HhH ∆+≡ , 




 += ∫

T

T Pref
ref

dTChh  and S  are the enthalpy, sensible heat, 

and volumetric heat source, respectively. PC , refh andκ are respectively, the specific heat, 
reference enthalpy and thermal conductivity.

The latent heat ( )H∆  for a solid is zero, whereas in case of a liquid (Equation 7),

LmH L=∆ 							       [7]

Here L is the latent heat of the liquid metal. Top surface of the flat weld pool normal 
velocity is zero. 

The shearing stress (Equation 8),

T
T
∇

∂
∂

=
στ 							      [8]

The lumped convection coefficient (Akbari et al., 2014): 61.13104.2 Thc ε−×=  is used 
for imposing conditions of convection and radiation on all surfaces. Due to laser, a transient 
heat flux is considered on the top surface. 

Introducing the Stefan–Boltzmann constant ( SBσ ), emissivity (ε ), and the ambient 
temperature ( aT ), the energy balance is of the form (Equation 9) (Satyanarayana, 2020):
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( ) ( )44
aSBac TTTThq

z
T

−−−−=
∂
∂ εσκ

			 
[9]

For laser, the volumetric heat flux (qv) is a Gaussian distribution of the form (Equation 
10).






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 −







−=

δδπ
y

r
rti

r
Pqv 11exp)(2

2
0

2

2
0

				    [10]

Here P is the absorbed laser power. The current radius (r) is from cone axis. 0r  is the 
radius of laser beam. y is the depth and δ  is the thickness. In pulsed laser welding, the 
time-based function, ( ) 1=ti , when the pulse is active, whereas ( ) 0=ti , when the pulse is 
inactive.

Model is developed for fluid flow and heat transfer using Ansys16 Fluent as in 
(Satyanarayana et al., 2018; Satyanarayana et al., 2019a; Satyanarayana et al., 2019b). User 
defined functions (UDF) are embedded. Residual stresses can be evaluated by exporting 
the thermal history from CFD analysis to Ansys16 FEA solver. Procedure for welding 
process simulations is highlighted briefly below:

Step-1: Creation of the computational domain and component geometry.
Step-2: Creation of fine and coarse meshes near and away from heat source.
Step-3: Selection of phases and turbulence models.
Step-4: Introduction of user defined codes (UDFs).
Step-5: Specification of thermal and physical material properties.
Step-6: Application of boundary conditions.
Step-7: Specification of number of time steps and iterations (solution convergence 
including welding and cooling phase).
Step-8: Laser beam activation with starting and end positions.
Step-9: Acquiring information on temperature and fluid flows.
Step-10: Increase the time step to improve the solution. Otherwise, move to Step-12
Step-11: Change of laser beam position proceed to Step-9
Step-12: Record the weld bead profile and temperature distribution;
Step-13: Export the geometry and solution files from Fluent to Finite Element Analysis             
(FEA) solver.
Step-14: Specification of reference temperature, mechanical properties to FEA solver.
Step-15: Check the mesh configuration
Step-16: Import thermal loads from CFD to FEA
Step-17: Application of structural boundary conditions
Step-18: Solving for stress and strain in the weld coupon.
Step-19: Increase in time-step for the incompletion of job. Otherwise go to Step-21.
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Step-20: To simulate transient state, the previous time step results are applied as initial 
conditions and go to Step-18.
Step-21: Record the results. Stop numerical simulations.
The above procedure is followed to examine the impact of thermo-physical properties 

on various performance indicators. This paper presents CFD analysis results for checking 
the adequacy of the weld bead profiles.

Validity of Numerical Simulations

Numerical simulations are performed on pulsed laser welding to examine the adequacy 
of the developed 3D flow model through comparison with existing test data. Jiang et al. 
(2019) have conducted pulsated laser welding on 50 × 20 × 3 mm Ti-6Al-4V alloy plates. 
Table 1 gives specifications of machine configurations.

Table 1
Details on the pulsed laser welding of 3mm thick Ti-6Al-4V alloy (Jiang et al., 2019)

S. No. Machine Specifications
1 Laser source Nd:YAG pulsed IQL-20
2 Maximum power 750W
3 Pulse wavelength 1.06
4 Laser variable range 0.2 to 25ms
5 Pulse frequency 1-250 Hz
6 Pulse energy 0 to 40J
7 Spot diameter 0.7mm
8 Focal distance 6mm

The following temperature dependent properties as in (Rai, 2008) are considered in 
the present numerical simulations. Specific heat of solid is 670 J/kg K, whereas it is 730 J/
kg K in liquids. Viscosity of liquid is 0.005 kg/m.s. Melting heat is 370000 J/kg. Solidus 
temperature is 1878 K. Liquidus temperature is 1928 K.

The density, ρ (kg/m3) in terms of temperature, T(K)  is defined in Equation 11 and 12.

( )300154.04420 −−= Tsρ 				    [11]

( )192868.03920 −−= TLρ 				    [12]

Thermal conductivity, κ (W.m-1.K- ) in terms of temperature, T(K)  is defined as 
Equation 13.

KTforT
KTforT

270019501083.166.6
185014001046.132.0

2

2

<<×+−=

<<×+−=
−

−κ
	 [13]
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Figure 1. Nomenclature of the weld bead profile

Weld pool Weld width HAZ

Weld depth
Mushy zone

Figure 2. Comparison of simulated weld bead geometry with the test result (Jiang et al., 2019)

Weld bead geometry Measured Simulations
Depth of penetration (mm) 1.38 1.31
Bead widht (mm) 2.12 1.84

Bead width Bead width

Figure 3. Experimental set-up for pulsated LBW of 
Ti-6Al-4V alloy

Following the procedure in the 
preceding section for laser welding process 
simulations on Ti-6Al-4V alloy, weld pool 
cross-section is generated at the 240W of 
average power, 25Hz frequency, 4.2 ms 
pulse width and 0.7mm beam diameter. 
Figure 1 shows the nomenclature of CFD 
simulation weld bead profile. Figure 2 
shows the comparison of the experimental 
and numerical CFD simulations of the weld 
bead profile. Numerical simulation results in 
Figure 2 indicate the validity with test data 
(Jiang et al., 2019).
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Experiments are performed to examine the adequacy of the temperature dependent 
properties, modeling, and numerical simulations of pulsated laser beam welding of Ti-
6Al-4V alloy. A 16kW Nd:YAG  pulsed mode integrated with CNC (Computer Numerical 
Control) station is used. Figure 3 shows the experimental set-up. Pulsated laser welding has 
been carried out on 50 × 20 × 2 mm Ti-6Al-4V alloy plates. Butt joint is the configuration. 
The laser heat source moves along the direction of work-piece length. The workpiece is 
supported by clamping device to minimize distortion and displacement. Ti-6Al-4V alloy 
contains highly oxidized elements.

RESULTS AND DISCUSSION

During welding, there is a possibility of oxidation under atmospheric condition. Shielding 
gas argon is used to overcome such problems. Pulse frequency (Hz), pulse width (ms), 
pulse energy (J) and beam diameter (mm) are strongly related with each other (Equation 
14 & 15). Table 2 gives the input variables for three test runs.

		  [14]

			   [15]

Table 2
Input variables considered in the pulsated LBW Process

Test 
Run

Frequency 
(Hz)

Pulse Width 
(ms)

Pulse Energy 
(J)

Average 
Power (W)

Peak Power 
(W) Speed (mm/s)

1 16 9 14 224 1556 2.0
2 14 8 20 280 2550 1.5
3 16 7 14 224 2000 1.0

The weld pool shape for test run-1 is shown in Figure 4. The simulated weld bead 
geometry is compared with the test run-1 in Figure 5. Temperature distribution is shown 
in Figure 6. The velocity contour plot in the weld pool is shown in Figure 7. 

Peclet number 
κ
ρ uCLP PR

e =  indicates the relative rate of heat transfer (by convection 

and conduction). Here, u is the weld pool velocity. κρ ,, PC  and RL  are respectively, the 
liquid density, specific heat, liquid metal thermal conductivity and the pool radius. In the 
present study, eP  > 5. This indicates convective heat transfer domination over conduction 
mode.The heat transfer is due to convection in weld pool. The molten weld pool moves 
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Figure 5. Comparison of simulated weld bead geometry with test run-1

Figure 6. Temperature distribution (test run-1: pulse width= 9 ms; welding speed=2 mm/s)

Figure 4. Weld pool shape for test run-1

Weld bead 
geometry

Test Run-1
1.284
1.03

Numerical Simulation
1.214
0.992

Width (mm)
Depth (mm)
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Figure7. Velocity contour plot in the weld pool (test run-1)

from inward to top (or reverse in direction), which depends on the surface tension gradient 
on pool top surface. The convective movement influences the weld geometry.

Marangoni and buoyancy are driving forces in the weld pool flow. Marangoni (Ma) 
and Grashof (Gr) numbers show the importance of these forces (Equation 16 & 17).

T
T

LMa R ∆
∂
∂

=
σ

µ
ρ

2
						      [16]

2
32

µ
βρ TLgGr B

∆
= 						     [17]

Here g is the gravitational acceleration. T∆  is the difference in weld pool and solidus 
peak temperatures. BL  is the characteristic length for the buoyancy force in the liquid pool. 

It is approximately 
8
1

 
of the weld pool width (Debroy & David, 1995). In this present case 

study, Ma/Gr  is in the order of 105. Hence, the weld pool flow is driven by surface tension 
gradient.

Figure 8 shows simulated weld bead geometry for test run-2. The temperature 
distribution is shown in Figure 9. For test run-3, weld bead geometry and temperature 
distribution are shown in Figures 10 and 11, respectively. Numerical simulations of the 
weld bead profiles are close to the ones observed from tests. This   demonstrates the 
validity of modeling and specification of temperature dependent properties. Temperature 
distribution will be useful to estimate residual stress in weld-joints from FEA. Experiments 
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Figure 8. Weld pool shape for pulse width 8 ms and welding speed 1.5 mm/s

Figure 9. Temperature distribution for test run-2 (pulse width= 8 ms; welding speed= 1.5 mm/s)

Figure 10. Weld pool shape for pulse width 7 ms and welding speed 1.0 mm/s

Weld bead 
geometry Test run-2 Numerical 

Simulations
Depth (mm) 1.064 1.102
Bead (mm) 1.286 1.204

Weld bead 
geometry

Test 
run-3 

Numerical 
Simulations

Width (mm) 1.074 1.03
Depth (mm) 1.04 1.08
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are conducted to study the impact of frequency on weld pool dimensions at constant speed, 
pulse width and pulse energy varying frequency from 12 to 16 Hz. Both weld width and 
depth are increased (Table 3). The quality of weld depends on heat transfer process, power 
density and interaction time (Equation 18 & 19).

			   [18]

								        [19]

The Laser power is increased with increasing the frequency; the plate receives high 
energy for the interaction time causing increase in the absorbed energy by melting pool 
and its temperature. This results in high weld width and depth. The test results of Table 
4 confirm the effect of pulse energy. Tests are conducted by doubling the welding speed 
keeping other parameters constant. This reduces the interaction time of the laser beam 
to half. When the welding speed is increased test results in Table 5 indicate increase in 

Figure 11. Temperature distribution for test run-3 (pulse width= 7 ms; welding speed= 1.0 mm/s)

Table 3
Weld bead geometry with varying frequency 

Test 
Run

Frequency  
(Hz)

Pulse 
width 
(ms)

Pulse 
Energy(J)

Average 
Power(W)

Peak 
Power(W)

Speed 
(mm/s)

Weld 
Width 
(mm)

Weld 
Depth 
(mm)

4 12 9 14 168 1556 1 1.05 0.68
5 16 9 14 224 1556 1 1.314 0.98
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weld width and decrease in depth. The width of melting is increased due to reducing heat 
interaction time and aggregation of melted material in the upper layer. It should be noted 
that frequency, pulse energy and welding speed are the welding parameters controlling 
bead width. These three parameters are commonly known to affect the weld bead. Though 
the frequency and pulse energy are same for the bead widths of test run-1 and test run-3 
(Figures 5 and 10), the high welding speed reduces the heat input to the bead resulting 
reduction in the width and depth of penetration. But only penetration was narrow for test 
run-1 as compared to test run-3. This may be due to high welding speed and pulse width 
with low peak power in test run-1. In general, the width of melting is increased because 
less penetration laser beam to the lower layers due to reducing heat interaction time and 
aggregation of melted material in the upper layer. 

CONCLUSIONS

Welding tests are conducted with pulsed laser beam on Ti-6Al-4V alloy to study the weld 
pool geometry. A three-dimensional fluid flow and heat transfer model is developed for 
generation of the weld bead geometry, temperature and velocity contours in the weld pool 
using a volumetric laser heat source. The major findings are:

•	 Numerical simulations are comparable with the results of existing and conducted 
experiments.

•	 Convection heat transfer is the major process in weld pool shape formation.
•	 The temperature gradient on the weld pool top surface plays a major role.
•	 The weld pool size depends on the power density and interaction time. High power 

density and low interaction time result in high weld depth and low weld width.
•	 High frequency increases the weld pool volume.

Table 4
Weld bead geometry with varying pulse energy 

Test 
Run

Frequency  
(Hz)

Pulse 
width 
(ms)

Pulse 
Energy(J)

Average 
Power(W)

Peak 
Power(W)

Speed 
(mm/s)

Weld 
Width 
(mm)

Weld 
Depth 
(mm)

6 14 8 16 224 2000 1.5 0.916 0.476

7 14 8 20 280 2550 1.5 1.064 1.286

Table 5
Weld bead geometry with varying weld speed 

Test 
Run

Frequency  
(Hz)

Pulse 
width 
(ms)

Pulse 
Energy(J)

Average 
Power(W)

Peak 
Power(W)

Speed 
(mm/s)

Weld 
Width 
(mm)

Weld 
Depth 
(mm)

8 12 9 18 216 2000 1 1.056 1.292
9 12 9 18 216 2000 2 1.264 0.774
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Modeling and simulations will be useful in generating the weld geometry and 
temperature profiles in FZ and HAZ. It is possible to control the laser welding parameters 
for achieving optimal weld pool geometry and to minimize the developmental cost for new 
applications. It is planned to adopt the Taguchi design of experiments, which will minimize 
the number of numerical simulations and provide information for full factorial design of 
experiments. Multi-objective optimization concepts can be utilized to select the optimal 
LBW parameters for achieving narrow weld bead width with full depth of penetration. 
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ABSTRACT
Thermal comfort performance of three vacant naturally ventilated Royal Malaysia Police 
(RMP) case study lockups (LK1 in Penang, LK2 in Melaka & LK3 in Kuala Lumpur) was 
measured during monsoon change period from Northeast Monsoon to Southeast Monsoon. 
According to NGO’s report and previous studies, the lockups condition is very poor and 
hot which contribute to discomfort among detainees. The objectives of the study are to 
investigate thermal comfort performance of the lockups based on four environmental 
parameters (Ta, Tr, Va, & RH) through physical measurement, to predict thermal comfort 
performance based on operative temperature (To) and neutral operative temperature 
(Tneutop), and to compare the results with thermal comfort criteria recommended by 
ASHRAE 55 standard and previous thermal comfort studies in hot and humid climate. 
The results show that To and Tneutop reading of LK1 is exceeding the maximum range 
recommended by ASHRAE 55 and previous studies by 2% to 8% (To) and 1% (Tneutop) 
which categorizing LK1 condition as hot. This is mostly due to high hot airflow brought 

through an ineffective window opening. 
The results will be used as reference for 
improvement towards some aspects such 
as window opening, building finishes 
materials, space volume and building 
orientation in future lockup design.

Keywords: Hot-humid climate, naturally ventilated 
buildings, Royal Malaysian Police lockup, Thermal 
comfort performance 
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INTRODUCTION

This paper is about study on thermal comfort performance of Royal Malaysia Police (RMP) 
lockup to understand the lockups internal level of comfort. The study was conducted on 
three lockups in three different locations which are Penang, Melaka and Kuala Lumpur 
during monsoon change period from Northeast Monsoon to Southeast Monsoon which 
is hot and humid. The results obtained from this study will be used to be compared with 
international standard such as ASHRAE 55 and the result obtained by other previous 
researcher on the building not limited to the lockup study since there is no study have been 
conducted on lockup in Malaysia.

Several criteria have been set during selection of the lockup cells for the field study 
purposes such as the lockup cells must have complete natural ventilation. All fans and 
exhaust fans were switched off throughout the study period if any. The selected cells for 
all case study lockups must have close similarities in terms of cell size and finishing to 
minimize the difference. In addition to this, field study was conducted on vacant lockup 
cells to understand maximum thermal comfort at zero attendee (default actual maximum 
thermal comfort measurement).

Although the study was conducted on three case study lockups at three different 
locations at different day, it will not affect the objective of the study. Results obtained from 
the three case study lockups will not be compared but will be used to understand each 
lockup thermal comfort performance based on window openings and space volume factor.

Royal Malaysian Police (RMP) Lockup

RMP lockup is often associated with guilty individuals or better known as detainees or 
‘Orang Kena Tangkap’ (OKT). It is also known as a place that is bound by various rules, 
punishments, laws and is categorized as a Prohibited Area and Prohibited Place or ‘Kawasan 
Larangan dan Tempat Larangan’ (KLTL) for ordinary people who do not know its actual 
function and role (PDRM, 1953; SUHAKAM, 2016).

There are two types of RMP lockup namely regular lockup which are available at police 
stations, and centralized lockup. Both types of lockup have their own function. The regular 
lockup is only for remand detainees while waiting for the detainees to be taken to court 
which subsequently serve a sentence in prison. Detainees are usually detained for about a 
day or not more than 24 hours (PDRM, 1953; Perlembagaan Persekutuan Malaysia, 2010). 
While the centralized lockup serve to detain detainees for a longer period of time which up 
to 90 days after being brought to court or during remanded period and this lockup is often 
used to house detainees involved in serious offenses such as crime, murder, gambling and 
drugs (SUHAKAM, 2016).

Previous studies on RMP lockup are more qualitative and thematic by using interview, 
questionnaires and observations as data gathering method. Table 1 shows the previous 
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studies conducted on rehabilitation facilities building such as lockup and prison locally 
and globally.

Referring to Table 1, study by SUHAKAM (2016) was qualitative or thematic based 
on observations and interviews conducted. No measurement instruments at the studied 
site were scientifically recorded. While the study conducted by Dogbeh et al. (2014) was 
focusing on qualitative and quantitative study on Indoor Air Quality (IAQ) which include 
air temperature, relative humidity and carbon dioxide factor. The study by Zaharin et al. 
(2019) was related to the RMP police station’s design and facilities layout planning which 
coincide with RMP Standard Operating Procedure (SOP) through observation methods 
of the case studies, scientific studies, interviews and semi-structured questionnaires on 
respondents. Slightly different in terms of focused subject on study Razak et al. (2020) 
which it is more to the presentation of information related to the typology of lockup design 
based on scientific studies, case studies and preliminary analysis. Additionally, no scientific 
physical measurement instruments related to natural ventilation and RMP lockup thermal 
comfort were used in the abovementioned studies.

Common issues highlighted by Non-Government Organization (NGO) such as 
Malaysian Human Rights Commission (SUHAKAM) are natural ventilation which might 
cause by inefficient window design. Referring to Figure 1, majority of the opinion is on poor 

Table 1 
Studies related to correctional facilities

Research title Author Findings
Deaths in Police Custody 
a Thematic Study on 
Lock-Up Conditions and 
Factors Contributing to 
the Death

(SUHAKAM, 
2016)

Studies related to the conditions and factors that contribute 
to the death of detainees through qualitative and thematic 
methods in interviews and observations on respondents 
and study areas.

Field study of the indoor 
environment in a Danish 
prison

(Dogbeh et al., 
2014)

Qualitative and quantitative study of the indoor air quality 
of the prison which includes air temperature, relative 
humidity, and carbon dioxide factors.
Quantitative - Use of measuring instruments HOBO U12-
012 Temperature/Relative Humidity/ Light/External Data 
Logger dan Vaisala GMW22 Carbon Dioxide.
Qualitative - Use of interview scheme and questionnaire 
based on ASHRAE-7 standard scale on respondents.

Added Value to Security 
Building Design Case 
Study: Police Station in 
Malaysia

(Zaharin et al., 
2019)

Qualitative study related to design planning and layout of 
RMP police station facilities that meet standard operating 
procedures (SOP) through observation methods of case 
studies, scientific studies, interviews, and semi-structured 
questionnaires on respondents.

Research on the Design 
Typology of the Royal 
Malaysian Police (RMP) 
Lockups

(Razak et al., 
2020)

Qualitative study related to the typology of the Royal 
Malaysian Police (RMP) Lockups through case studies 
and literature review studies on the design of existing 
security agency lockups.
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ventilation with 156 opinions from the detainees. The condition of the lockup is described 
as hot which contribute to the discomfort among detainees (SUHAKAM, 2016). Based 
on the statement of the Nelson Mandela Rules, every detainee should be provided with a 
facility that meets physical and mental needs considering environmental factors such as 
ventilation (SUHAKAM, 2016). According to Dogbeh et al. (2014), most detainees feel 
dissatisfied with the thermal comfort and air quality of the indoor environment caused by 
the lack of ventilation and excessive direct sunlight into the detention space.

However, most studies conducted previously are too brief without proper measurement 
and analysis to understand further on the contributing factor to the lockups condition. Hence 
it shows a need to have a field study through physical measurement by using appropriate 
instrument on the problematic lockup highlighted by the NGO.

The objectives of the study are to investigate lockup thermal comfort performance 
based on four environmental parameters (Ta, Tr, Va, & RH) through physical measurement 
of field study, to predict thermal comfort performance based on the adaptive model indices 
Operative Temperature (To) and Neutral Operative Temperature (Tneutop), and to compare 
the results with thermal comfort criteria recommended by ASHRAE 55 and previous 
thermal comfort studies in hot and humid climate.

Malaysia Climate

Climate conditions are major influence factor to the design of a building which is close 
related to the user comfort as well as complying with the efficient construction criteria 

Figure 1. Opinion on lockup cell infrastructure
Source: (SUHAKAM, 2016)
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(Tharim et al., 2018). Malaysia is well known with the hot and humid climate with 
minimum annual average temperature between 23.7°C to 26.4°C and maximum annual 
average temperature between 26.4°C to 31.3°C with an average minimum daily temperature 
between 23.0°C to 29.0°C and maximum daily temperature between 34.0 °C to 36.9 °C. 
Malaysia experience high relative humidity rate throughout the year between 40% to 90%. 
The average annual rainfall distribution rate is between 2000 mm to 2500 mm which makes 
Malaysia as a country with a relatively high rainfall distribution rate. Malaysia average 
annual rate of sunlight reception is between 6 to 7 hours a day which is categorized as high 
compared to other countries given that Malaysia position surrounded by oceans (Jabatan 
Meteorologi Malaysia, 2020). As a result, it is quite difficult to achieve an efficient level 
of thermal comfort through natural ventilation in hot and humid climate region.

Thermal Comfort

Thermal comfort is defined as a condition in which the mind describes satisfaction with 
the thermal environment and it is assessed by subjective assessment (ASHRAE 55, 2017; 
Yang & Clements-Croome, 2018). Zhang et al. (2007) stated that thermal comfort is a 
condition associated with the thermal environment satisfaction. The interaction of human 
terms with the environment involves physical and psychological responses. Thermal 
interaction between human and surrounding area involves physical and psychological 
response. This shows that thermal comfort is closely related to the human mind, physical 
and psychological factor through response towards surrounding environment.

According to building science, thermal comfort is defined as the balance of heat 
transfer between human and their environmental condition (Tang & Chin, 2017). Thermal 
comfort can also be influenced by the interaction between the building and the surrounding 
environment (Tharim et al., 2018). While general perception of thermal comfort is a 
condition where human mind, physical and psychological respond to the balance of heat 
transfer influenced by factors such as internal and external environment of the building 
and human body condition which are very subjective to be measured.

Ventilation through an efficient window’s opening either by cross ventilation or stack 
effect approach as well as a combination of other passive ventilation systems are able 
to ensure thermal comfort factors such as air temperature, air speed, air humidity and 
temperature radiation are achieved (Gharakhani et al., 2014). This thermal comfort can 
also be achieved and experienced regardless of types of clothing worn and individual 
metabolism rate during any of activities carried out by individual.

However, it is not as easy as expected because natural ventilation with hot and humid 
climates throughout the year is highly dependent on the surrounding condition (Jiang et 
al., 2003) such as air speed and wind pressure to bring fresh air into the building to replace 
existing air, reduce humidity and provide sufficient ventilation in the building. This has 
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been a great challenge to Architects and Engineers in Malaysia to design a building that 
can meet all criteria especially on efficient ventilation and high thermal comfort as well as 
providing a healthy and well perform environment to the user apart from efficient energy 
consumption (Azizpour et al., 2013; Chan et al., 2013).

Factors Affecting Thermal Comfort. According to ASHRAE 55 (2017), thermal comfort 
can be influenced by two factors which are physical (environmental) and individual 
(personal) factor. Physical factor consists of air temperature, air speed, relative humidity and 
mean radiant temperature. While individual factor consists of metabolic rates and clothing. 
Meanwhile Al-Absi & Abas (2018) stated that other contributing factors such as perception, 
acclimatize (Azizpour et al., 2011), experience, age and gender, health conditions, food 
and drink as well as body shape are also categorized as the third influencing factors to the 
thermal comfort. All these factors can change according to the time and conditions of the 
environment as well as individual. In other words, it is difficult to achieve full satisfaction 
of thermal comfort due to various factors.

A building is designed and built to suit the user’s needs, comfortability and criteria 
(Nordin et al., 2017). As a shelter, a place to carry out activities such as work, leisure, 
and rest, a building must meet the criteria needed by the users including comfortable, 
conducive and safe while living in it (Davies & Jokiniemi, 2008; Tharim et al., 2018). A 
good design concept should emphasize selection of appropriate site (Chan et al., 2013), 
best orientation and space (Xue et al., 2016), appropriate materials and finishes (Yusoff & 
Mohamed, 2017), adequate ventilation and lighting as well as appropriate facilities (Xue 
et al., 2016). All the above criteria are considered best practice for design and built for 
all types of building including facilities for national security agencies such as the Royal 
Malaysian Police (RMP) lockup which houses a huge number of detainees.

Table 2 shows summary of previous thermal comfort studies of naturally ventilated 
building in hot and humid region for various types of building.

Apart from the studies stated in Table 2, other studies related to thermal comfort for 
naturally ventilated building that have been conducted by previous researchers are more 
towards residential (Attia & Carlucci, 2015; Han et al., 2007; Kubota et al., 2009; Nur’aini, 
2017; Taweekun & Tantiwichien, 2013; Wong et al., 2020), office building (Aminuddin et 
al., 2012; Damiati et al., 2016), educational facilities such as classroom, kindergarten and 
hostel (Dahlan et al., 2008; Fabbri, 2013; Kamaruzzaman & Tazilan, 2013). So far there 
is no thermal comfort study and field investigation have been conducted on correctional 
facilities especially police lockup in hot and humid climate region. Since there is no 
reference related to the naturally ventilated correctional facilities in hot and humid climate 
region, the findings and results obtained from the studies in Table 2 and others are still 
relevant to be used as reference and guideline for the present study.
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Thermal Comfort Evaluation Model. There are two thermal comfort models that are 
often used by previous researchers to measure the thermal comfort performance of a 
building which are static model and adaptive model. Static model depends on the controlled 
environmental conditions (steady-stated condition). Adaptive model is more focused on 
field studies with a combination of surveys of respondents and also studies on thermal 
comfort variable (Maarof, 2014). For the present study purpose, adaptive model by using 
operative temperature and neutral operative temperature indices is implemented.

Adaptive Model - Operative Temperature (To) and Neutral Operative Temperature 
(Tneutop). Adaptive model relates with indoor temperature or acceptable temperature 
ranges to climatological parameters or outdoor thermal environmental variable especially 
for naturally ventilated building (de Dear & Brager, 2002; Toe & Kubota, 2013) and also 

Table 2
Summary of previous thermal comfort studies of naturally ventilated building in hot and humid region

Author Country Koppen 
Climate

Type of 
building

Type of 
study

Temperature of comfort / 
range (°C)

(Webb, 
1959)

Singapore Tropical 
Rainforest

Buildings Field study 26.0ºC
Optimum value (thermally 
comfort)

(de Dear et 
al., 1991)

Singapore Tropical 
Rainforest

High rise 
residential 
(NV) and office 
building (AC)

Field 
experiments

29.6ºC
Neutral temperature (NT)
Operative temperature (To) 
(NV)

(de Dear 
& Brager, 
2002)

Thailand, 

Indonesia, 

Singapore

Tropical 
Monsoon
Tropical 
Rainforest
Tropical 
Rainforest

Office Field study 26.0 – 27.0ºC (26.7ºC)
Neutral temperature (NT)(NV)

(Wong & 
Khoo, 2003)

Singapore Tropical 
Rainforest

Classroom Field Study 28.8ºC
Neutral temperature (NT)

(Feriadi & 
Wong, 2004)

Indonesia Tropical 
Rainforest

Residential Field study 29.2ºC
Operative temperature (To)
29.9ºC Effective temperature 
(ET*)

(Zain et al., 
2007)

Malaysia Tropical 
Rainforest

Residential Field study 30.9ºC
Operative temperature (To)

(Djamila et 
al., 2013)

Malaysia Tropical 
Rainforest

Residential Field study 30.2 ºC
Neutral Temperature (NT)

(Toe & 
Kubota, 
2013)

Malaysia Tropical 
Rainforest

Buildings Field study Neutral operative temperatures
24.9 – 31.2ºC (hot–humid)
24.8 – 33.7ºC (hot-dry)
19.0 – 24.7ºC (moderate 
climates)
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fundamental of physics and physiology factors (ASHRAE 55, 2017; de Dear & Brager, 
2002). These factors are important for adaptive models in determining expectations and 
perceptions of thermal perception by the occupants (de Dear & Brager, 2002). Various 
adaptive indices have been used by previous researchers in determining comfort condition 
in their study such as Operative Temperature (To), Effective Temperature (EF*), Standard 
Effective Temperature (SET), Equatorial Thermal Index (ETI), Adaptive Comfort Standard 
(ACS) and more.

In the present study, operative temperature (To) indices is used to calculate and analyze 
the mean radiant temperature reading (Tr) results obtained through physical measurement 
from the globe temperature (Tg) (50 mm diameter black globe thermometer probe) in case 
study lockup according to ASHRAE 55 (López-Pérez et al., 2019). Various equations have 
been introduced by the previous researcher in the calculations of operative temperature. 
According to ASHRAE 55 method, Equation 1 was used to calculate operative temperature.

To		  = ATa + (1-A) Tr		  (1)

Where
To		  = operative temperature
Ta		  = average air temperature
Tr		  = mean radiant temperature
A can be selected from the following values as a function of the average air speed Va 
(Va <0.2 m/s

(A = 0.5), Va 0.2 m/s to 0.6 m/s (A = 0.6), Va 0.6 m/s to 1.0 m/s (A = 0.7)

Operative temperature was then analyzed by using a new adaptive equation produced 
by Toe & Kubota (2013) which is Neutral Operative Temperature (Tneutop). Neutral 
operative temperature equation was chosen based on a comprehensive study and analysis 
through meta-analysis of the ASHRAE RP-884 database with reference to two major 
adaptive standard which are ASHRAE and BSI EN 15251. Both are developed specifically 
for naturally ventilated building in countries with hot and humid climate such as Malaysia. 
This equation is also formulated by considering prevailing outdoor air temperature, indoor 
air speed and relative humidity. Therefore, the Tneutop determined by Equation 2 is more 
suitable for the present study.

Tneutop	 = 0.57Toutdm + 13.8		  (2)

Where
Tneutop	 = indoor neutral operative temperature
Toutdm	 = daily mean outdoor air temperature
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METHODS

Case Study Lockups

The case study lockups details are shown in Table 3 and Figure 2. The lockups were 
recommended by RMP based on previous findings by SUHAKAM.

Table 3 
Case study lockup background

Case study 
lockup State Police District Background

LK1
Jalan Patani

North East District 
Police Headquarters, 
Penang.
(Figure 2a)

Single storey building consists of 14 cells with two different 
capacity: 3 or 6 detainees per cell. LK1 main purpose is to 
temporarily house male detainees as well as foreign detainees 
before being remanded in court.

LK2
Alor Gajah

Alor Gajah District 
Police Headquarters, 
Melaka.
(Figure 2b)

Located on the ground floor of two-storey building. It consists 
of 11 adult male detention cells, 3 female detention cells and 2 
juvenile detention cells. All cells are capable to accommodate 
between 1 to 3 prisoners at a time. Gazetted in 2001, LK2 
serves as a centralized lockup and temporary place for 
detainees before being remanded in court.

LK3
Jinjang Kuala 
Lumpur 
Central

Sentul District Police 
Headquarters, Federal 
Territory of Kuala 
Lumpur
(Figure 2c)

A three-story building that almost exclusively serves as lockup 
with various size and type of cells for male, female, and even 
juvenile detainees. LK3 consists of a cell designed for 3, 6 or 
9 detainees. LK3 main purpose is to house detainees before 
being remanded in court as well as housing serious offenders 
facing serious criminal cases such as drug, gambling, human 
trafficking and gangsterism.

Figure 2. Site and building of the case study lockups: (a) LK1; (b) LK2; (c) LK3

LK1 location

LK1 location

LK3 
location LK3 location

LK2 location

LK2 location

(a)

(c) (b)
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Table 4 shows a summary of the case study lockups location, conceptual floor plan, 
conceptual section and measuring instrument location (LK1, LK2 and LK3). Table 5 shows 
a summary of information related to case study lockup (LK1, LK2 and LK3).

Physical Measurement Duration

Physical measurements were carried out between March and August 2020, during monsoon 
change where Malaysia experience a relatively dry season with wind speeds of less than 
15 knots (7.7 m/s) (Jabatan Meteorologi Malaysia, 2020). The average daily temperature 
during this period of time is considered high which is between 31.2°C to 33.2°C (World 
Meteorological Organisation, 2020). Physical measurement at this point of time is strongly 
recommended to understand better on thermal comfort of the lockups in hot and humid 
climate region (Gharakhani et al., 2014; Xue et al., 2016).

The physical measurements were carried out from 15 to 20 March 2020 for LK1, 20 to 
25 July 2020 for LK3 and on 27 July to 1 August 2020 for LK2. This physical measurement 
was conducted 24 hours of 5 consecutive days. One hour a day was allocated for data 
collection, battery change and device reset. The total rainfall distribution recorded for the 
three case study lockups is minimal during the physical measurement period.

Physical Measurement Instrument

Two types of appropriate instruments which comply to the ISO 7726 requirement (ASHRAE 
55, 2017) were used to measure four environmental parameters which are air temperature 
(Ta), mean radiant temperature (Tr), air speed (Va) and relative humidity (RH). Delta Ohm 
Thermocouple Infrared Thermometer HD32.23 WBGT-PMV was used to measure indoor 
parameters and Seven Elements Integrated Weather Sensor WTS700 was used to measure 
outdoor parameters. Summary of instruments, parameters measuring ranges and recording 
method are demonstrated in Table 6 and Figure 3.

All physical measurement instrument used are calibrated to ensure that data collected 
are accurate and to avoid any data discrepancy.

Physical Measurement Procedure and Evaluation of Thermal Comfort 
Performance

Following Class I field research protocol (Maarof, 2014), three sets of Delta Ohm 
Thermocouple Infrared Thermometer HD32.23 WBGT-PMV instrument with three 
different height of leveling from the floor were placed inside the lockup to measure indoor 
thermal comfort performance. All physical measuring instruments used in this study follow 
ASHRAE Standard 70 or 113 or ISO 7726. As stated in Table 7, the physical measuring 
instruments have been placed at the center of the bed (center of the lockup) as it is the main 
area which usually occupied by the detainees especially for sleeping, sitting, and standing 



1637Pertanika J. Sci. & Technol. 29 (3): 1627 - 1654 (2021)

Thermal Comfort Performance of Royal Malaysian Police (RMP) Lockup
Ta

bl
e 

4 
Su

m
m

ar
y 

of
 c

as
e 

st
ud

y 
lo

ck
up

s l
oc

at
io

n,
 c

on
ce

pt
ua

l fl
oo

r p
la

n,
 c

on
ce

pt
ua

l s
ec

tio
n 

an
d 

m
ea

su
ri

ng
 in

st
ru

m
en

t l
oc

at
io

n 
(L

K
1,

 L
K

2 
&

 L
K

3)

In
fo

rm
at

io
n

C
as

e 
st

ud
y 

lo
ck

up
L

K
1 

L
K

2
L

K
3

(a
)

C
as

e 
st

ud
y 

lo
ck

up
s 

lo
ca

tio
n

(b
)

C
on

ce
pt

ua
l fl

oo
r 

pl
an

 a
nd

 m
ea

su
ri

ng
 

in
st

ru
m

en
t l

oc
at

io
n

(c
)

C
on

ce
pt

ua
l s

ec
tio

n 
an

d 
m

ea
su

ri
ng

 
in

st
ru

m
en

t l
oc

at
io

n 



1638 Pertanika J. Sci. & Technol. 29 (3): 1627 - 1654 (2021)

Bismiazan Abd. Razak, Mohd. Farid Mohamed, Wardah Fatimah Mohammad Yusoff and Mohd. Khairul Azhar Mat Sulaiman

Ta
bl

e 
5 

Su
m

m
ar

y 
of

 in
fo

rm
at

io
n 

re
la

te
d 

to
 c

as
e 

st
ud

y 
lo

ck
up

 (L
K

1,
 L

K
2 

&
 L

K
3)

C
as

e 
st

ud
y 

lo
ck

up
 a

nd
 

C
ap

ac
ity

 o
f 

de
ta

in
ee

s
(p

er
so

n)

D
im

en
si

on
 

(W
)x

(L
)

x(
H

)
(m

) a
nd

 
A

re
a 

(m
2)

W
in

do
w

 d
im

en
si

on
(W

)x
(L

)x
(H

) (
m

) a
nd

 
op

en
in

g 
di

re
ct

io
n 

/ 
pr

ev
ai

lin
g 

w
in

d 
di

re
ct

io
n

(n
or

th
 o

ri
en

ta
tio

n)

Ve
nt

ila
tio

n 
re

qu
ir

ed
 

ac
co

rd
in

g 
to

 
M

al
ay

si
a 

U
ni

fo
rm

 
B

ui
ld

in
g 

B
y 

L
aw

 
(U

B
B

L
) (

10
%

)

Ve
nt

ila
tio

n 
pr

ov
id

ed
(e

xi
st

in
g 

w
in

do
w

) 
(a

re
a 

(m
2 ) 

an
d 

pe
rc

en
ta

ge
 (%

))

M
at

er
ia

ls
 a

nd
 F

in
is

he
s

i)	
Fl

oo
r

ii)
	

W
al

l
iii

)	
C

ei
lin

g
iv

)	
B

ed
L

K
1

(1
-3

)
3.

0 
m

 (W
) x

 
3.

0 
m

 (L
) x

 
3.

9 
m

 (H
)

9.
0 

m
2

2.
7 

m
 (W

) x
 1

.0
 m

 (H
)

W
es

t /
 W

es
t

0.
9 

m
2

10
%

 o
f fl

oo
r a

re
a 

(m
in

im
um

)

2.
7 

m
2  

(3
0%

)
M

or
e 

th
an

 re
qu

ire
d 

ac
co

rd
in

g 
to

 
M

al
ay

si
a 

U
B

B
L 

re
qu

ire
m

en
ts

i)	
R

.C
. s

la
b 

w
ith

 fl
oo

r h
ar

de
ne

r fi
ni

sh
es

(c
er

am
ic

 ti
le

s f
or

 to
ile

t)
ii)

	
IB

S 
co

nc
re

te
 p

an
el

 w
ith

 e
m

ul
si

on
 p

ai
nt

 
(e

po
xy

 p
ai

nt
 fo

r t
oi

le
t)

iii
)	

R
.C

. s
la

b 
w

ith
 e

m
ul

si
on

 p
ai

nt
iv

)	
R

.C
. w

ith
 to

ng
ue

 a
nd

 g
ro

ov
e 

pl
an

k 
fin

is
he

s
L

K
2

(1
-3

)
3.

0 
m

 (W
) x

 
3.

0 
m

 (L
) x

 
4.

2 
m

 (H
)

9.
0 

m
2

0.
6 

m
 (W

) x
 0

.6
 m

 (H
)

So
ut

h 
/ S

ou
th

0.
9 

m
2

10
%

 o
f fl

oo
r a

re
a 

(m
in

im
um

)

0.
4 

m
2 

(4
%

)
Le

ss
 th

an
 re

qu
ire

d 
ac

co
rd

in
g 

to
 

M
al

ay
si

a 
U

B
B

L 
re

qu
ire

m
en

ts

i)	
R

.C
. s

la
b 

w
ith

 fl
oo

r h
ar

de
ne

r fi
ni

sh
es

(e
po

xy
 p

ai
nt

 fo
r t

oi
le

t)
ii)

	
IB

S 
co

nc
re

te
 p

an
el

 w
ith

 e
m

ul
si

on
 p

ai
nt

 
(e

po
xy

 p
ai

nt
 fo

r t
oi

le
t)

iii
)	

R
.C

. s
la

b 
w

ith
 e

m
ul

si
on

 p
ai

nt
iv

)	
R

.C
. w

ith
 to

ng
ue

 a
nd

 g
ro

ov
e 

pl
an

k 
fin

is
he

s
L

K
3 

(1
-3

)
3.

0 
m

 (W
) x

 
3.

0 
m

 (L
) x

 
3.

9 
m

 (H
)

9.
0 

m
2

0.
9 

m
 (W

) x
 0

.4
5 

m
 (H

)

N
or

th
 / 

So
ut

h

0.
9 

m
2

10
%

 o
f fl

oo
r a

re
a 

(m
in

im
um

)

0.
4 

m
2  

(4
.6

%
)

Le
ss

 th
an

 re
qu

ire
d 

ac
co

rd
in

g 
to

 
M

al
ay

si
a 

U
B

B
L 

re
qu

ire
m

en
ts

i)	
R

.C
. s

la
b 

w
ith

 fl
oo

r h
ar

de
ne

r fi
ni

sh
es

(e
po

xy
 p

ai
nt

 fo
r t

oi
le

t)
ii)

	
IB

S 
co

nc
re

te
 p

an
el

 w
ith

 e
m

ul
si

on
 p

ai
nt

 
(e

po
xy

 p
ai

nt
 fo

r t
oi

le
t)

iii
)	

R
.C

. s
la

b 
w

ith
 e

m
ul

si
on

 p
ai

nt
iv

)	
R

.C
. w

ith
 to

ng
ue

 a
nd

 g
ro

ov
e 

pl
an

k 
fin

is
he

s



1639Pertanika J. Sci. & Technol. 29 (3): 1627 - 1654 (2021)

Thermal Comfort Performance of Royal Malaysian Police (RMP) Lockup

activities (steady-state conditions). Seven Elements Integrated Weather Sensor WTS700 
was located at an open space outside the building with no airflow obstruction. 

The evaluation of indoor thermal comfort performance was conducted based on 
ASHRAE Standard 55 - ‘Thermal Environmental Conditions for Human Occupancy’ 
recommendation as shown in Table 7 as it is more relevant for this study and recognized 
globally (Gharakhani et al., 2014; Xue et al., 2016).

RESULTS AND DISCUSSION

This section shows the results obtained based on the field study conducted for all three case 
study lockups. Statistical summaries of the indoor and outdoor measurements, prediction of 

Figure 3. The instruments used in the present study: (a) Delta Ohm Thermocouple Infrared Thermometer; 
(b) The instruments probe; (c) Seven Elements Integrated Weather Sensor WTS700; (d) Seven Elements 
Integrated Weather Sensor WTS700 location for all three case study lockups

Table 6 
Summary of instrument, parameters measuring ranges and accuracy

Instrument Unit / Set Parameters Measuring ranges Accuracy
Indoor Parameters
Delta Ohm Thermocouple 
Infrared Thermometer
HD 32.3 WBGT-PMV
Probe: AP 3203.2
Probe: AP 3217.2
Probe: AP 3217.2

3
(DO1, DO2, 
DO3)

Air temperature
Air speed
Relative humidity
Globe temperature

0°C to 100°C
0 to 5 m/s
5% to 98%
-10 °C to 100 °C

Class 1/3 Din
±0.05 m/s
±2.5%
Class 1/3 Din

Outdoor Parameters
Seven Elements Integrated 
Weather Sensor WTS700 

1
(WTS700)

Air temperature
Air speed
Relative humidity

-40°C to 60°C
0 to 60 m/s
0% to 100%

±0.3ºC
±0.3 m/s
±2%
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the indoor operative temperature (To) and indoor neutral operative temperature (Tneutop) 
for LK1, LK2 and LK3 were discussed and compared to ASHRAE 55 using parameters 
range and recommended comfort criteria.

Statistical Summaries of the Indoor and Outdoor Measurements, Analysis 
of Prediction of the Indoor Operative Temperature (To) and Indoor Neutral 
Operative Temperature (Tneutop) for LK1

Figure 4 shows the statistical summaries of the indoor and outdoor measurements recorded 
from all three measuring instruments in LK1 for five days measurement.

The average indoor air temperature recorded is higher than ASHRAE 55 which 
is 31.7oC for DO1 and DO3 and 31.4°C for DO2. The readings recorded shows small 
difference from the average outdoor air temperature with average reading 31.0°C as shown 
in Figure 4a.

The average indoor air speed recorded by DO1 and DO2 is equal with reading 0.07 
m/s for both instruments. However, DO3 shows slightly high average indoor air speed 
reading which is 0.25 m/s as shown in Figure 4b. The difference in DO3 readings may be 
influenced by the levelling difference, positioning to the window and window opening. 
DO3 was levelled slightly higher compared to DO1 and DO2 which at the same time give 
it a position nearer to the window. The reading collected by the DO3 may highly influenced 
by high average outdoor air speed 0.77 m/s and large window opening (2.7 m (W) x 1.0 
m (H)) with 30% of floor area.

The average indoor relative humidity recorded are 60.1% for DO1, 58.2% for DO2, 
and 59.7% for DO3 as shown in Figure 4c. The average indoor relative humidity recorded 
are not much different compared to the average outdoor humidity with reading 58.3%. 
The average indoor relative humidity recorded are good and within the acceptable range 
by ASHRAE 55. This might be due to the ample mean air speed to facilitate indoor air 
circulation, which in turn helps in reducing LK1 humidity.

The mean radiant temperature recorded during field measurements are 31.6 °C for DO1, 
31.3°C for DO2 and 31.5°C for DO3 as shown in Figure 4d. It shows not much difference 
between the three readings recorded. The mean radiant temperature readings are slightly 
lower than the result of mean air temperature readings. This indicates that there are other 
influencing factors.

Indoor and outdoor measurement data obtained were then used to predict operative 
temperature and neutral operative temperature. In the present study, linear regression by 
using Equation 1 was selected in calculating operative temperature because it is widely 
used method for neutral temperature prediction according to ASHRAE 55.

According to Equation 1, the value of A used in the calculation of operative temperature 
for DO1 and DO2 is 0.5 because the average air speed <0.2 m/s while for DO3, the value 
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(a)

(b)

(c)

(d)
Figure 4. Statistical summaries of the average comparison indoor and outdoor measurements for LK1: (a) 
Air temperature; (b) Air speed; (c) Relative humidity; (d) Mean radiant temperature
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of A used is 0.6 because the average air speed recorded is 0.25 m/s which is in 0.2 m / s 
to 0.6 m/s range.

The Tneutop determined by Equation 2 was used in calculating neutral operative 
temperature. To use this equation, daily average outdoor air temperature (Toutdm) must 
be in the range between 19.4°C to 30.5°C and indoor air speed <0.65 m/s at and below 
neutral operative temperature; ≥0.65 above neutral operative temperature. There is no limit 
for indoor humidity set in this equation. Average indoor air speed for LK1 is within the 
set limit which is <0.65 m/s while daily average outdoor air temperature for LK1 slightly 
exceed the set limit by the equation about +0.05°C during calculation.

As a result, the indoor operative temperature is between 31.4°C to 31.6°C while the 
neutral operative temperature is 31.5°C for LK1 as shown in Figure 5.
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Figure 5. Summaries of the (a) operative temperature and (b) neutral operative temperature prediction for 
LK1

Statistical Summaries of the Indoor and Outdoor Measurements, Analysis 
of Prediction of the Indoor Operative Temperature (To) and Indoor Neutral 
Operative Temperature (Tneutop) for LK2

Figure 6 shows the statistical summaries of the indoor and outdoor measurements recorded 
from all three measuring instruments in LK2 for five days measurement.
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Figure 6. Statistical summaries of the average comparison indoor and outdoor measurements for LK2: (a) 
Air temperature; (b) Air speed; (c) Relative humidity; (d) Mean radiant temperature

(a)

(b)

(c)

(d)
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The average indoor air temperature recorded are 28.2°C for DO1, 28.0°C for DO2, 
and 28.1°C for DO3. The readings recorded are slightly higher than the average outdoor 
air temperature with readings 26.0°C as shown in Figure 6a.

The average indoor air speed recorded by DO1, DO2 and DO3 is too low and not much 
different compared to each other with readings between 0.00 m/s to 0.01 m/s although the 
DO3 was positioned near to the window as shown in Figure 6b. This may cause by small 
window opening (0.6 m (W) x 0.6 m (H)) with 4% of floor area which is below 10% plus 
5% unobstructed opening as required by Malaysian UBBL even though average outdoor 
air speed recorded is 0.39 m/s.

The average indoor relative humidity recorded are 79.0% for DO1, 82.6% for DO2, and 
80.3% for DO3 as shown in Figure 6c. Average indoor relative humidity recorded are very 
high and exceed the acceptable range by ASHRAE 55. This may be due to the insufficient 
mean air speed to facilitate indoor air circulation, which does not help in reducing LK2 
humidity and influenced by high outdoor humidity with average 88.5%.

The average mean radiant temperature recorded during field measurements are 27.6°C 
for DO1, 27.8°C for DO2, and 27.6°C for DO3 and there is not much difference between 
the three readings recorded as shown in Figure 6d. The average mean radiant temperature 
readings are slightly lower than the result of average indoor air temperature readings and 

Figure 7. Summaries of the (a) operative temperature and (b) neutral operative temperature prediction for LK2
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this indicates that there are other influencing factors such as space height where LK2 in 
slightly higher with 3.2 m height.

According to Equation 1, the value of A used in the calculation of operative temperature 
for all measurement instruments (DO1, DO2 and DO3) is 0.5 because the average air speed 
<0.2 m/s which is between 0.00 m/s to 0.01 m/s only.

The average indoor air speed which is between 0.00 m/s to 0.01 m/s and average 
outdoor air temperature which is between 26.0°C for LK2 is within the set limit and comply 
with the requirements as prescribed by Equation 2.

The indoor operative temperature has been determined between 27.8°C to 27.9°C while 
the neutral operative temperature is 28.6°C for LK2 as shown in Figure 7.

Statistical Summaries of the Indoor and Outdoor Measurements, Analysis 
of Prediction of the Indoor Operative Temperature (To) and Indoor Neutral 
Operative Temperature (Tneutop) for LK3

Figure 8 shows the statistical summaries of the indoor and outdoor measurements recorded 
from all three measuring instruments in LK3 for five days measurement.

The average indoor air temperature recorded are 28.7 °C for DO1 and DO3 and 28.5 °C 
for DO2. The readings recorded are slightly higher than the average outdoor air temperature 
with reading 27.3°C as shown in Figure 8a.

The average indoor air speed recorded by DO1, DO2 and DO3 is also low and not much 
different with readings between 0.01 m/s to 0.04 m/s although DO3 was positioned near 
to the window opening as shown in Figure 8b. The low LK3 reading might be influenced 
by small window opening (0.6 m (W) x 0.6 m (H)) with 4.6% of floor area which is below 
10% plus 5% unobstructed opening as required by Malaysian UBBL even though average 
outdoor air speed recorded is quite high which is between 0.32 m/s to 0.53 m/s. In addition, 
the average air speed recorded is higher about +0.01 to +0.03 m/s than recorded by LK2.

The average indoor relative humidity recorded are 77.5% for DO1, 80.6% for DO2 
and 78.8% for DO3 as shown in Figure 8c. Average indoor relative humidity recorded are 
very high and exceed the acceptable range by ASHRAE 55. This may be due to the low 
average air speed in facilitating indoor air circulation, which does not help in reducing LK3 
humidity. It may also influence by high average outdoor humidity with reading of 81.9%.

The average mean radiant temperature recorded during field measurements are 28.2°C 
for DO1, 28.3°C for DO2 and 28.4°C for DO3. There is not much difference between the 
three readings recorded as shown in Figure 8d. The mean radiant temperature is slightly 
lower than mean air temperature. This indicates other influencing factors such as the 
effect of epoxy paint finish on the LK3 walls which is still in a good condition during the 
measurement period.
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Figure 8. Statistical summaries of the average comparison indoor and outdoor measurements for LK3: (a) 
Air temperature; (b) Air speed; (c) Relative humidity; (d) Mean radiant temperature

(a)

(b)

(c)

(d)



1648 Pertanika J. Sci. & Technol. 29 (3): 1627 - 1654 (2021)

Bismiazan Abd. Razak, Mohd. Farid Mohamed, Wardah Fatimah Mohammad Yusoff and Mohd. Khairul Azhar Mat Sulaiman

According to Equation 1, the value of A used in the calculation of operative temperature 
for all LK3 measurement instruments (DO1, DO2 and DO3) is 0.5 because the average air 
speed <0.2 m/s which is between 0.01 m/s to 0.04 m/s only.

The average indoor air speed which is between 0.01 m/s to 0.04 m/s and average 
outdoor air temperature 27.3°C for LK3 is also within the set limit which is between 19.4°C 
to 30.5°C and comply with the requirements as prescribed by Equation 2.

The indoor operative temperature has been determined between 28.4°C to 28.5°C while 
the neutral operative temperature is 29.3°C for LK3 as shown in Figure 9.

Discussions and Comparison to ASHRAE 55 and Previous Studies

To evaluate thermal comfort performance, comfort range for thermal comfort recommended 
by ASHRAE 55 (2017) (minimum range), Zain et al. (2007) (maximum range) and Toe 
& Kubota (2013) for naturally ventilated building in hot and humid climate were used as 
shown in Table 8.

The average indoor operative temperature obtained in the present study for LK1 (31.4ºC 
to 31.6ºC) is slightly exceeding the maximum limit recommended by ASHRAE 55 (2017) 
by about +2.4ºC to +2.6ºC and Zain et al. (2007) by about +0.5ºC to +0.7 ºC. The average 
neutral operative temperature obtained in the present study for LK1 (31.5 ºC) is also found 

Figure 9. Summaries of the operative temperature and neutral operative temperature prediction for LK3
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slightly exceeding the maximum limit by about +0.3 ºC compared to the indoor comfort 
temperature recommended by Toe & Kubota (2013).

The average indoor operative temperature obtained in the present study for LK2 (27.8ºC 
to 27.9ºC) and LK3 (28.4ºC to 28.5ºC) recorded within the minimum and maximum limit 
as recommended by ASHRAE 55 (2017) and Zain et al. (2007). The average neutral 
operative temperature obtained in the present study for LK2 (28.6ºC) and LK3 (29.3 ºC) 
recorded within the indoor comfort temperature recommended by Toe & Kubota (2013).

CONCLUSION

Field study with physical measurement of the thermal environment and comfort in three 
different lockups were in hot and humid climate conducted to investigate and analysis the 
thermal comfort performance and to predict comfort range for all three case study lockups. 
Although 3 sets of measurement instruments were used in the present study, the reading 
data obtained between the three instruments were not much different from each other. The 
conclusions are as follows:

1.	 LK1 – Average indoor air temperature reading is high which may be due to large 
window opening. Based on the field measurement, the window opening is 30% 
of the floor area which 15% exceeding Malaysian UBBL requirement. Other 
influencing factors are high average outdoor air speed and wind direction which is 
perpendicular to window opening. Since the field study were conducted during hot 
season, the air brought into the lockup was hot and dry which cause low relative 
humidity. The operative temperature obtained is slightly exceeding the maximum 
range recommended by ASHRAE 55 (2017) by about +2.4ºC to +2.6ºC and Zain et 
al. (2007) by about +0.4ºC to +0.7ºC. The neutral operative temperature obtained 
in the present study for LK1 (31.5 ºC) also found slightly exceeding by about 
+0.3ºC within the recommended by Toe & Kubota (2013).

Table 8 
Comparison of comfort range and recommended comfort criteria among previous studies, ASHRAE 55 
and present study

Parameters

(ASHRAE 55, 
2017)

(minimum 
range)

(Zain et al., 
2007)

(maximum 
range)

(Toe & Kubota, 2013)
(minimum to 

maximum range)

Present study
(average)

Operative 
temperature

24.0°C – 29.0°C 30.9ºC NA LK1: 31.4°C to 31.6°C
LK2: 27.8°C to 27.9°C
LK3: 28.4°C to 28.5°C

Neutral 
operative 
temperature

NA NA 24.9 – 31.2 ºC LK1: 31.5°C
LK2: 28.6°C
LK3: 29.3°C
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2.	 LK2 – Average indoor air temperature reading is within the range recommended 
by ASHRAE 55 (2017). While indoor relative humidity reading is high which may 
be due to insufficient indoor air speed which caused by small window opening, 
4% of the floor area which 11% below Malaysian UBBL requirement although 
wind direction is perpendicular with the window opening. The indoor operative 
temperature obtained is within the minimum and maximum range recommended 
by ASHRAE 55 (2017) and Zain et al. (2007) while indoor neutral operative 
temperature for LK2 (28.6 ºC) recorded within the recommended by Toe & Kubota 
(2013).

3.	 LK3 – Average indoor air temperature reading is within the range recommended 
by ASHRAE 55 (2017). While indoor relative humidity reading is high which may 
be due to insufficient indoor air speed which caused by small window opening, 
4.6% of the floor area which is 10.4% below Malaysian UBBL requirement and 
parallel wind direction to the window opening. The indoor operative temperature 
obtained is within the minimum and maximum range recommended by ASHRAE 
55 (2017) and Zain et al. (2007) while indoor neutral operative temperature for 
LK2 (29.3 ºC) recorded within the recommended by Toe & Kubota (2013).

4.	 In general, this three case study lockups have different window openings and space 
volume which influence indoor thermal comfort performance. Thus, subsequent 
study shall look on this aspect to determinant its level of influence.

5.	 The results of the three case study lockups support most of the statements made by 
the detainees as stated in NGO’s report and previous studies which is the lockup 
is hot and contribute to discomfort among detainees as mentioned earlier.

This is an early study for future rigorous investigation that will lead to better 
understanding on the effect of opening design on the thermal comfort performance of 
lockup. In addition, further study using static models of thermal comfort through the 
Predicted Mean Vote (PMV) and Percentage of People Dissatisfied (PPD) indexes on 
existing detainees are recommended to be conducted to compliment the results obtained 
in this study in producing comprehensive results on the thermal comfort performance of 
RMP lockups.
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FGM sandwich plate and include different 
parameters. Parameters included are 
graded distributions of porosity, power-law 
index, core metal type, and aspect ratios. A 
numerical investigation using finite element 
analysis (FEA) and the modal analysis 
was conducted with the assistance of the 
commercial ANSYS-2020-R2 software 
to validate the analytical solution. To 
detect the various parameters influencing 
the fundamental frequencies of sandwich 
plate comprehensive numerical results are 
presented in dimensionless tabular and 
graphical forms. The results reveal that the 

ABSTRACT

The current work presents a free vibration analysis of a simply supported rectangular 
functionally graded sandwich plate using a new analytical model. The core of the 
sandwich plate is made up of porous metal, and the top and bottom faces are made up of 
homogenous materials. The core metal properties are assumed to be porosity dependent 
and graded in the thickness direction according to a simple power-law distribution in terms 
of the volume fractions of the constituents. The contribution of this paper is to evaluate 
the performance of functionally graded porous materials (FGPMs) as it is used for many 
biomedical applications, particularly in tissue engineering. Theoretical formulations are 
based on the classical plate theory to find the free vibration characteristics of the imperfect 
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frequency parameter of the sandwich plate increases with the increase of the porosity 
parameter and number of the constraints in the boundary conditions. Furthermore, the 
increase in the number of layers leads to an increase in the accuracy of the results for the 
same FGM core thickness. An accepted agreement can be observed between the proposed 
analytical solution and numerical results with a maximum error discrepancy of 8%.

Keywords: Free vibration, frequency, functionally graded, porous, sandwich plate

INTRODUCTION

Functionally graded materials (FGMs) are composites with a continuous variation of 
material properties from one surface to another, thus eliminating the stress concentration 
found in laminated composites (Thai et al., 2013). Due to its excellent stiffness and 
toughness and high strength-to-weight ratio, the sandwich structure can be used in many 
applications, such as automobiles, ship development, transportation, and airlines. This 
feature has attracted many considerations, and many researchers have conducted continuous 
static and dynamic inspections of structural engineering under various environmental 
conditions. Consequently, due to the excellent performance, the use of sandwich structures 
in the field of micro auxiliary frames is continuously developing (Hadji et al., 2011). 
Therefore, in a wide range of FGM material types and benefits, it is vital to explore the static 
and dynamic behavior of auxiliary personnel with FGM, such as beams and plates (Kiani et 
al., 2011; Anderson, 2003). Due to technical problems in the manufacturing process, pores 
and micropores may be formed inside the FGM plate, which may cause material quality 
degradation. The assembly strategy of FGM’s is a creative area. The sintering strategy is 
most widely used because of its cost-saving advantage ratio. In any case, the sintering cycle 
empowers the development of microvoids or porosities (Kumar et al., 2021). Although 
crucial improvements have been observed here recently, porosity is still an ongoing defect 
in FGM. As mentioned above, porosity results from the assembly cycle and can reduce the 
material’s quality. Therefore, this defect’s effect is to consider the influence of pores on the 
unique properties of the transfer pores of the FGM structure (Muc & Flis, 2021). Wang 
and Zu (2017) considered a rectangular plate’s vibration behavior mainly evaluated, pores, 
and moves in a warm area. The vibration analysis of a porous functionally graded plate 
made of a mixture of Aluminum (Al) and alumina (Al2O3) installed in an elastic medium 
was introduced by Hayat and Meriem (2019). Zhang et al. (2019) changed the topological 
design, porosity, and mechanical behavior of functionally graded porous metal biomaterials 
with added design. Singh and Harsha (2020) studied the effect of porosity and temperature 
on sandwich S-FGM plates.  

Dang et al. (2018) also discussed the free vibration characteristics, which can be 
inferred from the pores in the FGM test of the rotating graphene-enhanced permeable 
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nanocomposite barrel shell. Regarding the porosity distribution, Nguyen et al. (2018) 
studied the mechanical conduction of porous FGP. Therefore, they considered two different 
porosities, both of which move in the thickness direction (specifically, evenly distributed 
and unevenly distributed). Zhang and Wang (2017) created eight other porous material 
structures with varying pore distributions, including gradient distributions. They exposed 
them to some mechanical tests to evaluate essential material properties, such as Young’s 
modulus. Functionally graded porous materials combine the qualities of FGM and porous 
materials. In addition to the extremely high stiffness-to-weight ratio, they also have 
excellent mechanical properties to clarify why these materials are widely used in various 
fields (Kiani & Eslami, 2012). Usually, the variation of porosity through the thickness of 
porous plates causes a smooth change in mechanical properties. Therefore, this type of 
material has received wide applications in aerospace, marine, and biomedical application 
(Rezaei & Said 2015). Although there are exceptional circumstances, the material’s strength 
will decrease due to these holes’ presence, which should be kept in mind for mechanical 
behavior (Merdaci, 2019). 

Kim et al. (2019) proposed three porosity distributions in the thickness direction, 
together with the research developed by Coskun et al. (2019) and Zhao et al. (2019). The 
inspiration for the closure came from the uniform distribution of Merdaci (2019). His 
research recognized that typical functionally graded ceramic/metal square plates have 
different porosity distributions throughout the thickness. Numerous studies on free vibration 
for isotropic and functionally graded plates have been reported. Chakraverty and Pradhan 
(2014) studied the free vibration of thin FG rectangular plates in complex environments. 
Wattanasakulponga and Ungbhakorn (2014) used a combination of linear and nonlinear 
analysis to study the influence of porosity parameters on the frequency parameters of FGM 
constrained end beams. Although some studies have been conducted on sandwich structures 
with FGM cores to evaluate their bending behavior (Tossapanon & Wattanasakulpong, 
2017; Meiche et al., 2011; Neves et al., 2013) and flexural strength (Kapuria et al., 2008; 
Lashkari & Rahmani, 2016), sandwich structures’ free vibration and stability issues 
fabricated by functionally gradient have been studied. However, investigations on the free 
vibration of FGM structures with porous metal topology are still limited. The objective 
of the present research is to investigate the free vibration analysis of an imperfect simply-
supported sandwich plate. In this paper, we assume that the functionally graded part is made 
from one constituent material, whose material properties are changed due to various porosity 
distribution and graded in the thickness direction according to a power-law distribution. A 
new representation of the classical plate theory (CPT) is developed to find the free vibration 
features according to various FGM parameters. The proposed mathematical model used 
for approximating FGM core properties, such as Young’s modulus (E) and material density 
(ρ) equations, is verified by comparisons between material property results obtained from 
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volume fraction analysis and the proposed models. The paper also explores the influence 
of some parameters on the free vibration of the functionally graded sandwich plates such 
as power-law index, porous metal type, porosity ratio, and length to thickness ratios. By 
using the FEA method represented by ANSYS software, results of natural frequency and 
mode shapes of the imperfect FGM sandwich plate with different boundary conditions 
are presented. Furthermore, the core part is divided into (2-16) layers, and the frequency 
analysis is performed for both square and rectangular plates to identify the effect of the 
increasing number of layers on FG structure performance. The numerical results presented 
herein for functionally graded porous materials are not available in the literature, and hence, 
should be of interest to the industrial applications.

MATERIALS AND METHOD 

Consider a thin rectangular FGM plate composed of ceramic and metal, in which the upper 
surface is metal-rich, and the underlying surface is ceramic-rich, respectively. The FGM 
plate is supposed to carry porosities that disperse evenly or unevenly along the plate-
thickness direction (Figure 1). The plate’s length, width, and thickness are denoted by a, b 
and h, respectively. A Cartesian coordinate system (O, x, y, z) on the plate’s middle surface 
is adopted to describe the plate motion, where x and y define the in-plane coordinates and z 
denotes the out-of-plane coordinate of the plate. The origin O is at one of the plate corners; 
however, the volume fraction of FG plate layers can be represented either in exponential 
law, sigmoid law, or power-law. The ceramic volume fraction Vc is assumed to follow a 
simple power distribution as Equation 1 (Natarajan & Manickam, 2012).

Vc(z) = �
z + h

2
h

�

k

    	                                                                          	        [1]

The volume fraction sum of metal and ceramic is stated as: 𝑉𝑉𝑚𝑚(𝑧𝑧) + 𝑉𝑉𝑐𝑐(𝑧𝑧) = 1, , where  
and 𝑉𝑉𝑐𝑐  are volume fractions of metal and ceramic, respectively is power-law variation 
index and is a non-negative variable parameter, in which ϵ [0, ∞). The value of  equal 
to zero represents a fully ceramic plate, whereas infinite  indicates a fully metallic plate.

Assuming porosities disperse equally in the metal and ceramic phases, the general 
material property of the imperfect FGM plate, with a porosity volume fraction β (β <<1), 
takes the modified form as Equation 2.

				            [2]
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In Equation 2, and 𝑃𝑃𝑚𝑚  ; are the values of material properties of ceramic and metal, 
constituents of the FG plate, respectively. For our present formulations, the material 
properties, viz. Young’s modulus (E) and mass density (ρ) are taken to vary along thickness 
direction except for Poisson’s ratio (ν), which will assume to be constant for simplicity, 
based on previous studies, reported by Delale and Erdogan (Meziane et al., 2014).

In general, the two-dimensional plate theories can be categorized into two types: (1) 
classical plate theory, in which the transverse shear deformation consequences are neglected, 
and (2) shear deformation plate theories. In the two-dimensional theory, the free vibration, 
thermal, and stability problems of the FGM structures, the displacement is represented in 
thickness. In contrast, the lateral displacement is independent of the lateral (or thickness) 
coordinates. The results of the mathematical model in the coupled governing equation are 
independent of lateral displacement. Therefore, this type of equation’s analytical solution 
may be simpler than the three-dimensional elasticity theory (Ambartsumyan et al., 1970). 

By using the classical plate theory (CPT), the displacement fields of FG plates across 
the plate thickness at a distance z away from the middle surface are defined as Equation 3 
(Chi & Chung, 2006; Latifi et al., 2013).

                                                                                                                         [3]

Where ux, uy, and uz are the displacement of a point on the reference plane in the x, y, and 
z directions, respectively, and w represents the mid-plane lateral deflection (x-y plane). 
The Kirchoff model is not considered the effect of shear deformation due to bending and 
plane elongation. The non-zero linear strains associated with the displacement field can 
be expressed as Equation 4.

                                                                                            [4]

Where, 𝜖𝜖𝑥𝑥𝑥𝑥  and 𝜖𝜖𝑦𝑦𝑦𝑦  ; are the components of the strain in x and y directions, respectively, 
and 𝛾𝛾𝑥𝑥𝑥𝑥  ; is the shear strain. Based on CPT, the stress-strain relations are given by Equation 
5 (Wadee, 2001).
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                                                                                                            [5]

The linear constitutive relations of a plate, such as the bending and twisting moments   
Mxx , Myy , and Mxy  respectively on a plate element in the pure bending case can be written 
as Equation 6 (Baferani et al., 2011).

                                                                     [6]

Where (Equation 7), 

D =
Eh3

12(1 − ν2)                                                                                                                                       [7]

the flexural rigidity of the plate. Alternatively, the second-order equilibrium equation of 
the Kirchhoff plate theory may be written as Equation 8.

                                                                                                       [8]

Substituting the expressions of bending and twisting moments in Equation 6, we can 
obtain the equation of equilibrium in terms of deflections (w) of the plate as Equation 9.

                                                                                           [9]

Where (Io) is the inertial coefficient of the plate.
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Modeling Analysis for FGM Porous Core

This section describes a new mathematical model used to evaluate the free vibration of 
the rectangular FG plate. By considering the imperfect FGM plate made mainly from one 
porous metal with a porosity volume fraction, (β << 1) distributed equally in the core 
metal phase and graded through the plate thickness direction according to a power-law 
distribution. Accordingly, the suggested rule of the mixture is proposed as Equation 10.

                                                                                      [10]                                                                                                                                          

In the case of a homogenous plate (β=0), for the imperfect FGM plate, Young’s modulus 
(E) and material density equations can be expressed as Equations 11 and 12.

        	                                                                                                  [11]

          	                                                                                                   [12]

To verify the proposed mathematical models (Equations 11 & 12) used for 
approximating material properties of imperfect FGM plates, this can be accomplished 
by comparisons between material property results secured directly from volume fraction 
analysis and the proposed models. Consider that the FGM plate made from Aluminum 
(Al) as porous metal whose material properties are:  Em = 70 GPa, ρ=2702 Kg/m3; υ =0.3 
(Wattanasakulpong and Chaikittiratana, 2015). Table 1 shows the values of mass per unit 
length of the FGM plate.

From the comparisons in Table 1, it can be seen that the results predicted by the 
proposed models match well with those obtained from the volume fraction analysis. 
Additionally, to predict Young’s modulus (E) across the plate thickness, Figure 2 shows 
the material properties profile of the imperfect FGM plates using Equations 11 and 12.

(a) Cartesian coordinate system (b) Porosity with even distribution

Figure 1. A rectangular FGM plate
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k Material Volume fraction 
analysis 
Mass= ρ*Vp

The proposed models 
(Equation 12)

1,2……..n Perfect FGM (β=0), 
Vp =1

2700*1=2700 2700

Imperfect FGM, (β 
=0.1), Vp=1-0.1= 0.9

2700*0.9=2430 2700- 700*0.1=2430

Imperfect FGM, 
(β=0.2) ,Vp=1-0.2 =0.8

2700*0.8=2160 2700 – 0.2*2700 =2160

Imperfect FGM, 
(β=0.3) ,Vp=1-0.3 =0.7

2700*0.7=1890 2700-0.3*2700 = 1890

Imperfect FGM, 
(β=0.4) ,Vp=1-0.4 =0.6

2700*0.6=1620 2700 -0.4 *2700 =1620

Imperfect FGM, 
(β=0.5) ,Vp=1-0.5 =0.5

2700*0.5=1350 2700-0.5*2700 =1350

Table 1
Two different techniques used to calculate the mass density of perfect and imperfect cores

a) The modulus of elasticity (E) variation
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By using the CPT principle, the equations of motion that are convenient for the 
displacement components mentioned in Equation 5, including stiffness and inertia for 
vibration analysis of FGM plate, can be written as Equations 13-15:

D =
1

1 − v2 �  
h/2

−h/2
E(z) ⋅ z2dz                                                                                                              [13]

Df =
Eph3

12(1 − v2) −
βEph3

(1 − v2) �
1

(k + 3)
−

1
(k + 2)

+
1

4(k + 1)
� 

                                	
     										               [14]

                                                                                                                                                         

Io = � ρ(z)
h/2

−h/2
dz = ρp h �1 −  

 β
(k + 1) 

 �                                                                                            [15]

Where, ρp and Ep are the mass density and young modulus of the porous metal, respectively 
(Equation 16 & 17).

Df (
∂4w
∂x4 + 2

∂4w
∂x2 ⋅ ∂y2 +

∂4w
∂y4 ) + I0

∂2w
∂t2 = 0                                                                                          [16]

                     
                                                                                                                                                      

Figure 2. Power-law variation at porosity 10% of (a) Young’s modulus and (b) mass densities of the FG plate.

(b) The mass densities (ρ) variation
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									              	      [17]

Equation 17 can be solved by using the separation of the variables method by assuming 
the function of deflection as defined in Equation 18 (Al-Waily et al., 2020).

𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = 𝑤𝑤(𝑥𝑥,𝑦𝑦).𝑤𝑤(𝑡𝑡)                                                                                                               [18]     

Where, (t) is the deflection function of the plate to time, and ) is the deflection 
function of the sandwich in terms of x and y directions for a simply supported plate. 
Consider a rectangular plate of length a and width b with its four edges simply supported, 
as shown in Figure 2. To evaluate the behavior of deflection plate as a function of x and y 
directions that satisfies the boundary conditions w=0 and M=0; for all four edges, then, for 
the deflection equation of plate as a function of x and y direction, as Equation 19 (Leissa, 
1969).

w(x, y) = sin
mπx

a
. sin

nπy
b

 (m,n=1,2,3……….)                                                                      [19]

Then, by substituting Equation 17 into Equation 19, the suggested general equation 
of motion for FGM rectangular plate is obtained as Equation 20.                                                   

                 [20]

Equation 20 is a second-order ordinary differential equation. By comparison, Equation 
20 with the general equation of motion of a single degree of freedom for free undamped 
vibration structure, as Equation 21 (Natarajan & Manickam, 2012). 

𝜔𝜔𝑚𝑚𝑚𝑚2 𝑤𝑤(𝑡𝑡) +
∂2𝑤𝑤(𝑡𝑡)
∂𝑡𝑡2 = 0                                                                                                                    [21]      

The suggested equation of natural frequency for FGM rectangular plate can find the 
natural frequency as Equations 22 and 23.                                            

ω = ℎ �
Ao (πa )4+2Ao (πa )2(πb )2+Ao (πb )4

ρp (1− β
(k +1))

�
1/2

                                                                                                [22]
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Ao =
Ep

12(1 − v2)
−

βEp

(1 − v2)
�

1
k + 3

−
1

k + 2
+

1
4(k + 1)

� 
                                                                                 	

										               [23]

The dimensionless fundamental frequencies ψ for simply supported FGM square plate 
can be found as Equation 24.

𝜓𝜓 =
𝜔𝜔𝐿𝐿2

ℎ
�
∫ 𝜌𝜌(𝑧𝑧) 𝑑𝑑𝑑𝑑ℎ/2
−ℎ/2

∫ 𝐸𝐸(𝑧𝑧) 𝑑𝑑𝑑𝑑ℎ/2
−ℎ/2

=  
𝜔𝜔𝐿𝐿2

ℎ �
𝜌𝜌𝑝𝑝
𝐸𝐸𝑝𝑝

                                                                                                    [24]                

Modeling Analysis for FGM Sandwich Plate with FGM Porous Metal Core                                                                          

FGM sandwich plates are usually represented either in face sheet FGM and uniform core 
or uniform face sheet with FGM core. In this paper, the second type (sandwich plates with 
uniform skin and core FGM) is considered and analyzed to study the frequency response 
of FGM sandwich plates with different boundary conditions. The volume fraction of the 
FGM sandwich pate is assumed as Equation 25 (Cui et al., 2019).

  	                              		       [25]

For the material characteristics of FGM plate with porosity, they considered to vary 
continuously within the thickness of the plate according to the power-law distribution (k), 
(β): is the factor of the distribution of the porosity according to the plate thickness, hence 
for the even distribution of porosities inside the material, the young’s modulus E (z) and 
mass density ρ (z) of the imperfect FGM plate represented as given in Equations 13 and 
14, respectively.

Consider a sandwich plate of length a and width b with its four edges simply supported, 
comprise mainly from Porous metal core is considered as a functionally graded material 
owing to the variation of porous ratio inside the core metal while the upper and lower 
plate, both of them made of same homogenous material as shown in Figure 3, so the elastic 
constants and the mass density .

To derive the governing differential equation of motion of sandwich panels with an 
FGM core, Equations 5 and 6 are applied for each layer of the sandwich plate (upper face, 
core, and lower face), and reassemble them to Equation 11 as it will be discussed in the 
previous section. Assuming , the general representation for the flexural rigidity 
and inertia for the sandwich plate can be written as Equations 26-28.
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										                 [26]

           	     	
										               [27]

                                    	         	      [28]

Figure 3. Geometry configurations of FGM porous sandwich plate

To evaluate the natural frequency of the sandwich plate follows the same procedure 
mentioned in the rectangular plate in Equation 21 to obtain Equation 29.                                                

                                                                                      [29]      

To simplify (Equation 30),                    

                             	      [30]                                                                                                                                     
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Numerical Investigation

The accuracy of the suggested analytical solution can be verified by employ numerical 
methods. Many numerical techniques are used to solve problems (Sadiq et al. 2020), but 
the most accurate is the FEA method (Reddy, 1993; Rao, 2004). In this work, the finite 
element method represented by the ANSYS program (Ver. 2020 R2) was used. A 3D model 
of the FG sandwich plate is built and the corresponding boundary conditions of the sides 
of the plate under modal analysis are applied as shown in Figure 4. The precision mesh 
size is selected and the model has meshed with an 8-node SOLID186 element type with a 
total number of elements 40000 as shown in Figure 5. The mechanical properties of the FG 
core are calculated using Equations 11 and 12, while the skin parts are assumed isotropic 
materials, then inserted into the examined model. In the connection area between the layers 
and between the layers and the sandwich plat’s skin, glue regulations should be made to 
prevent the development of the pedigree between the layers from respecting each other 
(Burlayenko & Sadowski, 2020). The modal analysis for the selected models is carried 
out to identify the free vibration characteristics (natural frequencies and the mode shapes) 
based on various parameters previously mentioned as shown in Figure 6. 

Figure 4. FGM Sandwich plate     
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Figure 6. View of Modal Analysis of FGM sandwich plate

Figure 5. Meshed Model

RESULTS AND DISCUSSION

In this work, a new mathematical model was derived to evaluate the free vibration 
characteristics of power-law simply supported FGM rectangular sandwich plates with 
even porosity distribution. Effects of various properties on frequency parameters are 
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investigated. The FGM part is composed of a porous metal core with volume fractions that 
change smoothly through the thickness direction. The natural frequencies are presented 
for the various metal cores types with a power-law variation. The commercially available 
software of ANSYS 2020 R2 was also used for verification of the analytical solution, 
and the obtained results were tabulated and plotted with multiple curves. The material 
characteristics of the FG core are presented in Table 2, simultaneously, the face sheet 
is considered made of Aluminum with a mass density of 2702 Kg/m3 and a modulus of 
elasticity of 70 GPa. The dimensions of plates are taken as a=b =0.5 m, the power-law 
distribution (k=0,0.5,1,2,5,10,50,100) and porosity factor (β = 0 to 0.4), the face sheet 
thickness is (1, 1.5, 2 and 2.5) mm and FG core heights (5, 6, 8, 10, 12, 20, and 25) mm.

Table 2 
Material properties of the FG core

FG core type Modula's of 
Elasticity (MPa)

Mass Density 
Kg/m3

Poison's
Ratio

Ref.

Polyethylene 1100 950 0.42 (Liu et al., 2015)
Peek - 30 % CF 7700 1410 0.44 (Bonnheim et al., 

2019)
Peek - 30 % GF 6300 1510 0.34 (Najim & Adwaa, 

2014)
Peek -1000 
natural

4400 1310 0.40 (Najim & Adwaa, 
2014)

Polyurethane 
foam

7.5 60 0 (Goel et al., 2013)

Foam Dytherm 3.0 100 0 (Goel et al., 2013)

To verify the accuracy of the suggested mathematical model in predicting the natural 
frequency of FG sandwich plates. Natural frequencies for the sandwich plate with various 
parameters such as aspect ratio, slenderness ratio, porous factor, FG core thickness, and face 
sheet thickness are presented in Tables 3-5. Once the natural frequency from Equation 30 
has been worked out, the fundamental frequency parameter of a simply supported square 
FGM sandwich plates with porous FG core with different thickness ratio can be calculated 
from the following Equation 31.

       								      
										               [31]

Where, ω is the natural frequency, L is the length of the plate and h is the total height of the 
sandwich plate. Suppose that ρo= 1 Kg/m3 and =1 MPa. Table 3 present analytical and 
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numerical results for the first nondimensional frequencies of the sandwich plate for various 
porosity parameters (β =0.1,0.2,0.3, and 0.4), power-law indices (k=0,0.5,1,2, and 5), and 
face sheet thickness (1,1.5,2 and 2.5 mm) for the FG core metal made of Polyethylene 
FGM core thickness 10 mm. Data shows that the core topology has a significant role in 
the frequency parameters as represented in Table 3-5. Fair agreements are found between 
analytical tests and numerical analyses with a difference of less than 8%. Table 4 gives 
results obtained by the analytical solution and FEA of the nondimensional frequency of 
rectangular sandwich plate with FG Polyethylene core, (FG core thickness 12 mm) with 
various porosity factors (β =0.1,0.2,0.3, and 0.4) , volume fraction index (k=0,0.5,1,2, and 
5) and by using five values of aspect ratio ( a/b = 0.25,0.5,0.75,1 and 2). 

It can also be seen that the natural frequencies decrease with increasing gradient index 
and increase the porous parameter due to the decrease in the material rigidity. An excellent 
agreement can be observed with a difference of up to 8%, and this percentage is affected 
by the power-law index and porous factor for the same FG plate thickness. Convergence 
of the non-dimensional frequencies of square FGM sandwich plate with Polyethylene 
porous core and aluminum face sheet (2 mm), subject to seven combinations of boundary 
conditions is presented in Table 5 with respect to thickness ratio (a/H =50) and various 
porosity factors. It is found that the value of frequency parameter increases with an increase 
in the number of constraints of the selected model; for example, at porous factor (β = 0.3) 
and with a gradient index (k = 2), the frequency parameter in the CCCC model is (6.523) 
while for CCCS it was (6.027), and CSCS equal (5.825), as for SSSS, the value was (5.436), 
for CCCF edge condition the frequency parameter became (3.894), while for FCFC and 
FSFS, the frequency parameter was (3.626) and (2.827) respectively. 

Table 3
The frequency parameter (ψ) of the sandwich plate with Polyethylene FGM core thickness 10 mm

porosity 
%

power-
law 
index 
(k)

face sheet thickness (mm)
1 1.5 2 2.5

Ana. Num. Ana. Num. Ana. Num. Ana. Num.

10 0 4.645 4.638 5.158 5.139 5.415 5.531 5.531 5.531
0.5 4.595 4.601 5.111 5.109 5.372 5.371 5.493 5.502
1 4.571 4.569 5.088 5.067 5.351 5.361 5.474 5.484
2 4.546 4.550 5.065 5.060 5.330 5.355 5.455 5.466
5 4.523 4.534 5.042 5.039 5.309 5.313 5.436 5.442
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Table 4
Analytical and Numerical results of the frequency parameter of the rectangular FG sandwich plate with   
Polyethylene core thickness 12 mm 

Table 3 (Continued)

porosity 
%

power-
law 
index
(k)

face sheet thickness (mm)
1 1.5 2 2.5

Ana. Num. Ana. Num. Ana. Num. Ana. Num.

20 0 4.806 4.810 5.308 5.340 5.550 5.489 5.652 5.691
0.5 4.697 4.690 5.207 5.225 5.459 5.431 5.571 5.588
1 4.645 4.651 5.158 5.188 5.415 5.386 5.531 5.506
2 4.594 4.589 5.110 5.092 5.371 5.297 5.492 5.477
5 4.546 4.553 5.064 5.078 5.329 5.245 5.454 5.382

30 0 4.986 4.978 5.472 5.511 5.696 5.680 5.782 5.219
0.5 4.807 4.911 5.308 5.479 5.550 5.622 5.652 5.145
1 4.724 4.696 5.231 5.099 5.481 5.579 5.5917 4.988
2 4.644 4.674 5.157 4.888 5.414 5.515 5.531 4.866
5 4.569 4.552 5.086 4.857 5.350 5.464 5.473 4.770

40 0 5.189 5.226 5.653 5.714 5.855 5.776 5.921 5.887
0.5 4.925 5.0996 5.416 5.686 5.646 5.681 5.738 5.686
1 4.806 4.947 5.308 5.562 5.550 5.590 5.652 5.450
2 4.696 4.775 5.205 5.441 5.458 5.422 5.570 5.499
5 4.593 4.694 5.109 5.215 5.370 5.299 5.492 5.456

a/b power-
law index 
(k)

porosity factor (β)
0.1 0.2 0.3 0.4

Ana. Num. Ana. Num. Ana. Num. Ana. Num.
0.25 0 3.2 3.3 3.3 3.3 3.4 3.4 3.5 3.5

0.5 3.2 3.2 3.2 3.3 3.3 3.4 3.4 3.5
1 3.2 3.2 3.2 3.3 3.3 3.3 3.3 3.4
2 3.2 3.2 3.2 3.2 3.2 3.3 3.2 3.3
5 3.1 3.1 3.2 3.2 3.2 3.2 3.2 3.3
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Table 4 (Continued)

a/b power-
law index 
(k)

porosity factor (β)
0.1 0.2 0.3 0.4

Ana. Num. Ana. Num. Ana. Num. Ana. Num.
0.5 0 3.8 3.8 3.9 3.8 4.0 4.1 4.1 4.1

0.5 3.8 3.7 3.8 3.8 3.9 4.0 4.0 4.1
1 3.7 3.7 3.8 3.8 3.8 3.9 3.9 3.9
2 3.7 3.7 3.8 3.8 3.8 3.8 3.8 3.9
5 3.7 3.7 3.7 3.7 3.7 3.7 3.8 3.9

0.75 0 4.7 4.8 4.9 4.9 5.0 5.3 5.2 5.1
0.5 4.7 4.7 4.8 4.8 4.9 5.1 5.0 4.8
1 4.7 4.7 4.7 4.8 4.8 4.9 4.9 4.8
2 4.6 4.7 4.7 4.8 4.7 4.8 4.8 4.7
5 4.6 4.6 4.6 4.7 4.7 4.7 4.7 4.7

1 0 6.1 6.1 6.2 6.3 6.4 6.6 6.6 6.6
0.5 6.0 6.1 6.1 6.3 6.2 6.5 6.3 6.4
1 6.0 5.9 6.1 6.2 6.1 6.4 6.2 6.3
2 6.0 5.9 6.0 6.1 6.1 6.1 6.1 6.2
5 5.9 5.8 5.9 5.9 6.0 6.1 6.0 6.0

1.5 0 9.8 9.9 10.1 10.0 10.4 10.5 10.7 10.7
0.5 9.8 9.8 9.9 10.0 10.1 10.2 10.3 10.5
1 9.7 9.8 9.8 9.9 10.0 10.0 10.1 10.1
2 9.7 9.5 9.8 9.8 9.8 9.9 9.9 10.0
5 9.6 9.5 9.7 9.7 9.7 9.8 9.8 9.8

2 0 15.1 15.1 15.6 15.4 16.0 15.9 16.5 16.6
0.5 15.0 15.1 15.3 15.2 15.6 15.6 15.9 16.2
1 14.9 15.1 15.1 15.1 15.3 15.5 15.6 15.9
2 14.9 15.0 15.0 15.0 15.1 15.1 15.3 15.7
5 14.8 15.0 14.9 14.9 14.9 15.0 15.0 15.3
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Table 5
Convergence of frequency parameters of square FG sandwich plate with Polyethylene core thickness 10mm, 
face sheet thickness 2.5mm, for different Boundary conditions 

BC's power-law
index (k) 

porosity factor (β)
0.1 0.2 0.3 0.4

CCCC 0 6.959 7.017 7.141 7.511
0.5 7.229 7.124 7.185 7.420
1 7.094 6.796 7.262 7.129
2 6.799 7.390 6.523 7.287
5 6.826 6.584 6.878 7.227
10 7.081 6.882 7.163 6.909

CSCS 0 6.247 6.322 6.404 6.760
0.5 6.483 6.395 6.592 6.667
1 6.373 6.092 6.261 6.422
2 6.125 6.646 5.825 6.536
5 6.133 6.040 6.007 6.488
10 6.359 6.189 6.367 5.906

CCCS 0 6.013 6.204 6.358 6.487
0.5 5.988 6.066 6.172 6.270
1 5.960 6.030 6.083 6.168
2 6.049 5.998 6.027 6.049
5 5.813 5.969 5.971 5.992
10 6.016 5.942 5.931 5.927

SSSS 0 5.437 5.569 5.713 5.868
0.5 5.395 5.480 5.570 5.664
1 5.374 5.437 5.502 5.569
2 5.353 5.394 5.436 5.479
5 5.333 5.353 5.373 5.393
10 5.324 5.3351 5.345 5.356
2 4.020 4.357 3.894 4.043
5 3.841 3.945 3.818 4.151
10 4.015 3.804 3.990 4.211
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Table 5 (Continued)

BC's power-law
index (k) 

porosity factor (β)
0.1 0.2 0.3 0.4

FCFC 0 3.697 3.899 3.970 4.166
0.5 3.749 3.644 3.954 3.965
1 3.601 3.860 4.126 3.731
2 3.688 4.046 3.626 3.726
5 3.600 3.629 3.654 3.829
10 3.700 3.468 3.704 3.910

FSFS 0 2.610 2.840 2.628 2.875
0.5 2.428 3.014 2.618 2.747
1 2.526 2.664 2.696 2.729
2 2.248 2.320 2.827 2.520
5 2.640 2.730 2.740 2.535
10 3.993 2.507 2.496 2.517

CCCF 0 3.974 4.195 4.240 4.441
0.5 4.124 3.972 4.310 4.270
1 3.835 4.115 4.448 3.952
2 4.020 4.357 3.894 4.043
5 3.841 3.945 3.818 4.151
10 4.015 3.804 3.990 4.211

Graphical representations of the natural frequency relationships for simply supported 
FG sandwich plates given by Eqs. (29 and 30) are shown in Figures 7-16. Figure 7 
shows the analytical results of the fundamental natural frequency of the sandwich plate 
of Polyethylene core porous meal at the porosity percentage (β=10%), for various face 
sheet thicknesses (1, 1.5,2, and 2.5mm) and the gradient index (k=0 to 100). It can be 
easily noticed that the natural frequency gradually decreases as the power-law exponent 
increases and increases as the slenderness ratio increases. Figure 8 shows the fundamental 
natural frequency at five slenderness ratios (a/H = 5,10,20,25,50 and 100) for porous 
metal comprise from Polyathelen at porosity factor (β =0.1). From the results drawn in, it 
is concluded that when the frequencies are low (lower modes of frequency or thin plates) 
the suggested analytical solution by CPT is close to the numerical solutions, and when 
the plate thickness increases and for higher mode frequencies, the error percentage in 
CPT will be higher. Considering the influence of porous metal type, Figure 9 gives details 
of the analytical results of the natural frequency at porosity ratio (β =10 %), for various 
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porous metals (PEEK 30% CF, PEEK 30% GF,  Foam dythem, and Polyurethane foam) 
at core height 10 mm and face thickness 2.5 mm. It is concluded that the Polyurethane 
foam has higher stiffness than foam Dythem and all Peek types, respectively, due to the 
high mechanical properties values. Figure 10 shows the analytical results of the natural 
frequency at porosity ratio (β = 10 %), for various face sheet thicknesses (1,1.5,2, and 2.5 
mm) with FGM core height 5 mm. Figure 11 plots variation of dimensionless frequencies 
of FGM rectangular plate at power-law index (k = 0.5), and porosity ratio (β = 10 %) with 
different aspect ratios ( a/b = 0.25,0.5,0.75,1 and 2).  Figure 12 shows the analytical results 
of the natural frequency at porosity ratio (β = 10 %), for various face sheet thicknesses and 
by using various core metals.  Figure 13 shows the impact of number of the layers on the 
natural frequency of FGM rectangular plate at power-law index (k = 0.5) and porosity ratio 
(β = 10 %) for different aspect ratio (a/b = 0.25,0.5,0.75,1 and 2). It may also be viewed 
that frequency parameters are increasing with an increase in aspect ratios. The reason may 
be the rectangular sandwich plate is becoming stiffer gradually with an increase in aspect 
ratios. Figure 14 presents influences of the number of the layers on the natural frequency 
at different thickness ratios (a/H = 20,25,50 and 100) of the square FGM sandwich plate 
at gradient index (k = 2) and porosity ratio (β =10 %). From Figure 14, it is found that the 
natural frequency of plates increases with increasing the aspect ratios, and the effect of the 
number of layers must lower on frequency curve behavior. Figures 15 and 16 represent a 
3D surface plot for variation of dimensionless natural frequencies of simply supported FG 
sandwich plate at different porous parameters, and various values of face sheet thickness, 
respectively. Accordingly, in Figure 17, the first six deflections of 3-D mode shapes are 
generated for simply supported FGM square sandwich plate at porosity ratio (β = 0.0 %), 
gradient index (k =0.5), and slenderness ratio (a/h =50). In a similar fashion, it is also 
possible to display further 3D mode shapes supported by different edge conditions.

Figure 7. Results of the fundamental natural 
frequency at Beta =0.2, core height 12mm for 
various gradient index values.

Figure 8. Results of the frequency at Beta =0.1, for 
various slenderness ratios (a/h)
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Figure 9. Results of the natural frequency at Beta 
=0.1, for various porous metals at FG core height 10 
mm, and face thickness 2.5 mm

Figure 10. Results of the natural frequency at Beta 
=0.1, for various face sheet thicknesses with FGM 
core height 5 mm

Figure 11. Frequency parameter of a rectangular 
plate with a different aspect ratio (a/b) at Beta = 0.1, 
FG core 12 mm, and skin thickness 2 mm 

Figure 12. Results of the natural  frequency at 
Beta=0.1, for various face sheet thicknesses

Figure 13. The natural frequency for different 
number of layers of FGM rectangular plate gradient 
index k = 2 and Beta=0.1

Figure 14. The natural frequency for different 
number of layers of FGM square plate with gradient 
index k = 2 and Beta=0.1
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Figure 15. 3D Surface of the frequency parameter 
of the square sandwich plate at Beta= 0

Figure 16. 3D Surface of the frequency parameter 
of the square sandwich plate at Beta= 0.1

Figure 17. The first six mode shapes of simply supported FGM square sandwich plate at Beta=0.0, k =0.5

CONCLUSION

In this paper, free vibration of functionally graded porous sandwich plate if the material 
properties vary depending on the thickness with a power distribution are examined. A simple 
and new accurate mathematical model using CPT principles was presented. The sandwich 
plate comprises one phase porous metal (Polyethylene, Peek, & Foam) core gluing with 
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homogeneous skins onto two sides using suitable adhesion. The analytical formulation for 
free vibration analysis of simply supported plates is provided to predict the free vibration 
characteristics. A numerical investigation is carried out using ANSYS 2020 R2 to confirm 
the results of analytical modeling. Results for specific aspect ratio values, FG core material 
and thickness, face sheet thickness, porous factor, and type of boundary conditions are 
presented. The paper also explores the impact of various parameters on the free vibration 
characteristics of the functionally graded sandwich plates such as porous factor, gradient 
index, as well as aspect ratio. From the above, it can be noticed that:

•	 It can be observed that the natural frequencies increase with the increased porous 
factor and decrease with an increase in the volume fraction index k because of a 
reduction in the volumetric percentage of the core material. 

•	 Lower porosity parameter (Beta) indicates higher structural stiffness, consequently, 
higher dimensionless natural frequency.

•	 It can be distinctly shown from the figures and tables, that both of the aspect ratios 
(a/b) and slenderness ratios (a/h), as well as different material distributions, play 
vital roles to check the free vibration characteristics of FG sandwich structure. 

•	 The assessment of the impact of porous metal type and porosity distribution 
characteristics on the performance of the FGM structure confirmed that the 
Polyathelen foam is the correct choice than other types used in this study. 

•	 Though simplifications are considered in the analytical model, the obtained results 
show good agreement with FE simulations; the error percentage did not exceed 
6%. This percentage increase as the thickness ratio increases in both thickness ratio 
and gradient index; for example, the error will be diminished with increasing of 
the thickness ratio (a/H=100) at k =100.

•	 The plate frequency parameter increases with the constraint to the boundary 
conditions; for example, the frequency parameter for CCCC is higher than CCCS. 
This condition is more than CSCS, and so on, as shown in Table 5. Also from Table 
5, it can be concluded that frequencies are increasing with an increase in porosity 
ratio regardless of the edge conditions and FG parameters considered.

•	 For the FG core consists of multilayers, it is found that the distribution of natural 
frequency across the thickness indicates a smooth variation of the same compared 
to those obtained in the case of the conventional laminated plates.
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powder attributes that are prioritized by 
consumers include colour, aroma, taste, 
price, packaging, nutrient content, and 
thickness. Based on the creativity stage, 
there are product concept with flavors 
original, ginger, chocolate, strawberry, and 
pandanus for soymilk powder development. 
The best concept is original flavor with the 
highest score of 4.68 with a performance 
value of 9,366.60.

Keywords: Grobogan soybean, product development, 

soymilk, value engineering

ABSTRACT

Soybean (Glycine max (L.) Merill) is protein which is cholesterol free. The objective of 
this study is to develop the downstream product of soybean as soymilk by attribute values. 
Factors of consumer needs in determining the priority level of the important attributes often 
have characteristics of uncertainty element and cannot be explicitly determined. The number 
of samples that used and representing the consumer needs is 100 respondents Special 
Region of Yogyakarta. This product development uses Value Engineering, while Fuzzy 
Logic methods uses at the information and determination stage. The results show soymilk 
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INTRODUCTION

As a source of vegetable protein, soybean plays an important role to improve human 
nutrition (Sui et al., 2018). Soybean demand increase together with food industry 
development for consumer needs all over the world (Yao et al., 2020). Soybean based 
products such as tofu, tempeh, and soy sauce require large amounts of soybeans (Yasin 
et al., 2019). In 2014 and 2015, the average production of local soybean in Indonesia 
was 819,442 tons per year with the consumption of 2.2 million tons soybean per year 
(Ningrum et al., 2018). However, it still needs the soybean import by approximately 65% 
from the total consumption due to the availability of local soybean which only provides 
approximately 35% from the total consumption. Total national soybean demand tend to 
increase in average 3.30% annually together with the approximately 1-2% population 
growth (Zikri et al., 2020). It means that the growth of population will be followed by 
the enhancement of soybean demand. The soybean production tend to enhance started 
from 2016 to 2020 by 11.18% per year (Ningrum et al., 2018). The projection of soybean 
production in Indonesia during 2021 and 2022 are 502,934 and 425,246 tons, respectively 
(Zikri et al., 2020). As the downstream product of soybean, soymilk has been consumed 
widely in Asian countries, even accepted in Western countries due to its nutrients and 
health benefits (Li et al., 2021). Although soymilk has high-quality proteins (Chen et al., 
2017) and many essential amino acids (Toro-Funes et al., 2014), the quality of soymilk is 
quite different than dairy milk. Nevertheless, it still contains essential fatty acids, and has 
no cholesterol, gluten and lactose that is very appropriate for lactose intolerance consumer 
because does not cause allergies (Toro-Funes et al., 2015). The other benefits of soymilk are 
anti-oxidation, prevention of anemia, osteoporosis and cancer because it contains lecithin, 
isoflavone, vitamin and other nutrients (da Silva Fernandes et al., 2017).

However, the unpleasant tastes of soymilk i.e., bitter, beany and rancid tastes are less 
preferred by some consumers (Ma et al., 2015). The unpleasant taste can be eliminated 
by appropriate processing technology and selection of superior soybean variety, such as 
Grobogan variety (Mustikawati et al., 2018). Grobogan variety was introduced in 2008 
by purifying the population of local Malabar Grobogan (Ministry of Agriculture, 2008). 
Grobogan variety is a national superior soybean with a productivity of 3.4 tons/hectares 
and the average production yield reaches 2.77 tons/hectares (Mustikawati et al., 2018). 
Kuntyastuti and Lestari (2017) added that the productivity of that Grobogan variety could 
be enhanced from 1.65 t/ha to 1.84 t/ha by using 2.5 t manure/ha. The age of plants is 
approximately 76 days with the seed weight is approximately 18 g/100 seeds (Mustikawati 
et al., 2018). This weight is followed by Argomulyo and Anjasmoro which are 15.49 g/100 
seeds and 14.65 g/100 seeds, respectively. Thus, the other variety with medium and small 
size level of soybean are 10-14 g/100 seeds and <10 g/100 seeds, respectively (Krisnawati 
& Adie, 2015). This gives an advantage for Grobogan variety compared to other common 
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soybeans variety because it has a higher net weight than ordinary soybean seeds. This means 
that the size of Grobogan soybean variety seeds is larger than other ordinary soybeans seeds. 
The adaptability of soybean plant capable to grow by quite large in a number of different 
environmental conditions (Viana et al., 2013). In term of fisiological growth characteristic, 
Grobogan variety also has capability to adapt even under 50% and 70% of shading (Bestari 
et al., 2018). This makes it easier to grow soybean crops in the field, especially at the 
beginning of the rainy season with the limited facilities. Soymilk from local soybean variety, 
Grobogan, is the most potential downstream product by taste improvement. However, the 
liquid soymilk product only has approximately 24 hours of shelf life if it is not stored in 
the refrigerator. This could be a problem during distribution. People also tend to choose the 
simple product, long time storage and easily obtained. Therefore, product development of 
soybean focused on powder form and flavor improvement is conducted to gain the market.

Recently, consumers have realized that in order to obtain good value for the money 
spent. They want to have equal value between money that they spent and the quality of 
the product that is bought. Producers should market the products that provide good value 
for consumers and companies. The profits depend on the ability of producers to make high 
quality products with low cost. Value Engineering is an appropriate method to develop 
this soybean downstream product. This method is used to get the functionally balanced 
product concept including minimum costs, maximum performance, and maintaining the 
expected quality (Heralova, 2016). Fuzzy Logic method is integrated in Value Engineering 
to maximize the performance of product development method because at the stage of 
determining the priority ranking of the score ratio of attributes, each attribute has fuzziness 
characteristics that cannot be expressly categorized with a value of 1 (if the weight exceeds 
the attribute being compared) and a value of 0 (if less than compared)  (Sarkar et al., 2020). 
Integration of Fuzzy Logic method on Value Engineering in this study is used to organize the 
fuzzy membership function from the scores that are compared to the ranking determination 
of priorities used in product design and development. Therefore, fuzziness characteristics 
in the comparison of the attribute score priority are still considered according to the value 
of the membership function owned by each of the priority attributes.

MATERIALS AND METHODS

Soymilk Powder Ingredients

The main raw material is local soybeans by Grobogan variety, which was purchased from 
traditional market in Grobogan District, Central Java, Indonesia. Refined sugar was used 
for sweeteners. Pandanus, ginger, chocolate, and strawberry flavoring agents which were 
added for 1.5% respectively was purchased from Bratachem, Yogyakarta.
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Soymilk Powder Production

The soybean was soaked in the fresh water for overnight at the room temperature. The 
soaked soybean which separated from the liquid was prepared to be produced into soymilk. 
Soymilk was produced by “Maspion” Soya-Bean Milk Maker. This soybean was placed 
in that machine chamber together with mineral water by soybean and mineral water ratio 
approximately 200g : 1,5L. After that, the machine was turned on for heating at boiling 
temperature. When the boiling temperature achieved, the mixer was turned on automatically 
for 5 minutes. The soymilk processing is complete; thus, it was filtered manually by filter 
cloth. Furthermore, this liquid form was heated by open pan with gas stove and stirred 
until the liquid changed into powder form. This product does not use any gum or other 
hydrocoloid to produce powder particulate. The soybean milk can produce powder without 
any gum or hydrocoloid to produce the body to the powder. However, this method is 
especially addressed for smal enterprises, so they can produce the soybean powder without 
addition of cost of production due to buying gum or hydrocoloid as a filler. Proximate 
analysis and sensory evaluation were conducted by this powder products at Quality Analysis 
and Standardization Laboratory, Department of Agroindustrial Technology, Universitas 
Gadjah Mada. The protein, fat, water, ash, and crude fiber contents were determined for all 
products except product from market which only takes the number of protein and fat contents 
from its nutrition label. Factors observed on the powder include consumer preferences, 
quality attributes assessed by consumer preferences, product performance (the value of 
overall product’s appearance), cost production, and value which explains the comparison 
between performance and cost production. The evaluation of consumer preferences was 
conducted by questionnaire method to gain the primary data from respondent directly. The 
result of questionnaire was determined by Likert scale modified by fuzzy logic. Quality 
attributes assessed by consumer preferences was conducted by determining the priority 
level of quality attribute development. This determination was gained from the average 
result of the rank towards quality attribute by respondents from the previous questionnaire 
combined using fuzzy logic calculations and affirmation (defuzzification) by the centroid 
method. Product performance (the value of overall product’s appearance) was calculated 
by multiplying the number of respondent assessments towards quality attributes of each 
concept with the attribute scores. Cost production was calculated by the expense of each 
raw material and processing cost for a single unit product. The value of the product was 
calculated by the ratio between performance of each product concept and its cost production.

Data Collection

Data was collected by field observation, questionnaire, sensory evaluation, and literatures 
observation. Field observations were conducted by two ways including interview and 
discussion and direct observation. The interview and discussion were carried out by 
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question and answer directly to the producer of soymilk powder from local soybean variety, 
Grobogan, to obtain in-depth information about various matters related to the product. 
Direct observation was done towards the object, namely the production of soymilk powder 
by roasting method. The roasting method is the method that was explained previously by 
heating the liquid form on the open pan with gas stove together by stirring until the liquid 
is changed into powder form. Questionnaire was conducted by giving a list of questions 
to the respondent to answer. Questionnaire was consisted by 3 steps i.e., preliminary 
questionnaire, consumer needs questionnaire, and sensory evaluation questionnaire. The 
first step was done by 30 respondents to assess the priority level for soymilk quality attribute 
development. The second step was conducted by 100 respondents to gain the quality 
attributes that were desired by the consumer from the first questionnaire result. The last step 
of the questionnaire was carried by sensory evaluation to determine the level of performance 
of the product development design based on the quality attributes of the developed product. 
This questionnaire used 30 respondents to evaluate the products. The provision of total 
respondent is appropriate with Wang et al., (2019) who used 10 respondents as trained 
panelist from School of Life Science in Shanxi University for sensory evaluation of sour 
porridges product. Furthermore, each answer to the question was determined by a Likert 
scale modified with fuzzy logic started from 1=very dislike; 2=dislike; 3=like; 4=very 
like. The respondents of this questionnaire are consumers who know and/or have ever 
consumed the soymilk. Sensory evaluation was conducted by trained panelists. Literature 
observation was done by collecting data from scientific books and articles or other sources 
obtained from ongoing research.

Validity and Reliability Tests

Data from the questionnaire were evaluated for validity and reliability. Validity was 
measured by SPSS. Validity coefficients that are more than 0.3 are satisfy and give good 
contribution to the efficiency of a research object. Reliability was measured by Alpha 
Cronbach method using SPSS. More than 0.50 of Alpha Cronbach value indicates that 
the variable is reliable. The evaluation is reliable if the alpha coefficient value exceeds 
the critical value. The criteria for decision making are that if the r results are positive and 
more than the value of the table, the item will be reliable and vice versa.

Determination of Priority for Quality Attribute Development

The priority order for quality attributes development was determined by the average 
rating of quality attributes by respondents in the first stage questionnaire. The priority 
development is the quality attribute which has the lowest average value. The calculations 
were also combined by fuzzy logic calculations, which begin using the fuzzy set formation 
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stage (determining the degree of membership for each attribute) and the affirmation stage 
(defuzzification) using the centroid method.

Determination of Characteristics for Consumer Needs

Quality attributes that have been known and have been determined for priority order in the 
previous stage were used to identify consumer needs through the second questionnaire. 
Product specifications obtained from that questionnaire will be used as a basis for 
developing the product concepts.

Function Analysis System Technique

This analysis begins with brainstorming to determine product concepts that will be 
developed based on the results of identifying product quality attributes and consumer 
needs. Furthermore, Function Analysis System Technique (FAST) method was conducted 
to identify product functions. The FAST was arranged according to function hierarchy 
which high-level functions are placed on the left and low-level functions are on the right.

Creativity and the Best Product Determination

The creativity stage can be carried out by determining product development specifications 
by making alternatives of product concept based on the observation and FAST stages 
that has been conducted on the assessment of consumer needs. Product determination 
as the last step was divided into five parts i.e., sensory evaluation, performance value, 
cost of production, product concept value, and the best product concept determination. 
Sensory evaluation was conducted on various characteristics and concepts of soymilk 
powder that will be developed. Performance values ​​can be obtained by multiplying the 
total of respondents’ ratings towards quality attributes of each concept with the score of 
their attributes. At the zero-one calculation stage, the comparison of attributes is done by 
Fuzzy Logic integration method. This is because the zero-one method in value engineering 
uses crisp limits (1 and 0) regardless of the value of its membership function. Fuzzy logic 
serves to fix the exact boundaries of the zero-one method into constraints in fuzzy sets 
having different membership values. Grouping several values into fuzzy sets with different 
membership values can solve the discrepancies in the crisp approach of the zero-one 
method. In addition, 0 and 1 seem unfair because in fact each attribute has a different value 
or degree. Therefore, the zero one method was integrated with fuzzy logic to find the degree 
of membership from each attribute. Cost of production was calculated for each of product 
concept based on the raw material because the other things are assumed to be similar. The 
value of a product was obtained by comparing the performance of each product concept 
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with the cost of production. The best product concept is the concept that the highest value 
based on the questionnaire.

RESULTS AND DISCUSSION

Information Stage

The identity stage of product quality attribute was conducted by brainstorming with 
researchers who firstly produce soymilk by local soybean from Grobogan. This step was 
also conducted by interview with consumers to give information about the desired soymilk 
quality attributes. The results obtain nine important quality attributes namely colour, 
aroma, taste, price, nutritional content, packaging, viscosity, raw materials, and shelf life. 
Identification of quality attributes of soymilk powder was done by distributing preliminary 
questionnaires to 30 respondents aged 20-40 years. Respondents were chosen from who 
consume soymilk both regularly and non-routinely. They assess the level of importance 
and give priority order for the development of soymilk quality attributes.

Table 1
Validity and reliability test results of product quality attribute

Quality Attribute
Validity Reliability

Correlation 
Coefficient Note Alpha 

Coefficient Note

Colour 0.496 Valid 0.802 Reliable
Aroma 0.698 Valid 0.778 Reliable
Taste 0.410 Valid 0.742 Reliable
Price 0.374 Valid 0.754 Reliable
Nutrition content 0.645 Valid 0.795 Reliable
Packaging 0.433 Valid 0.739 Reliable
Thickness 0.552 Valid 0.706 Reliable
Raw material 0.271 Not Valid - -
Shelf life 0.279 Not Valid - -

Validity and reliability tests are conducted on the identification results of product quality 
attributes. The data used are ordinal scale data. Instruments that were used in validity 
measurement of questionnaire are the results of correlation between the statement score and 
the overall score of the respondents’ statements towards the information in questionnaire. 
The validity test results in Table 1 show that all correlation coefficients are positive. 
Nevertheless, there are two quality attributes that have values ​​below 0.364, namely raw 
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materials and shelf life. Based on the table for Spearman’s Rank Correlation by total of 
sample 30 and significance level 5%, it achieves the value of r table by the α value (0,025) 
0.364. Table 1 shows that the r count value is higher than r table value. Thus, it can be 
stated that the 7 attributes for colour, aroma, taste, price, nutrition content, packaging, and 
thickness are valid, while 2 attributes for raw material and shelf life are invalid. They can 
be invalid for data regarding raw material and shelf-life attributes. It can be caused by the 
differences of consumers interpretations to assess the type of raw materials and their own 
desire perceptions about the shelf life of the products. These invalid items do not need to 
be included in the next questionnaire. After validity test, it continues by reliability test to 
find out the consistency of the measurement of an instrument. The reliability test method 
is Alpha Cronbach by 95% confidence level or a 5% significance level. The items which 
is evaluated by reliability test are only items that have been valid.  Kim et al. (2020) also 
used Alpha Cronbach to evaluate the quality of nursing doctoral education by validity and 
reliability tests.

The reliability test results in Table 1 show that all quality attributes have values ​​above 
0.7. It means that all quality attributes are included in the high reliability classification 
because the reliability coefficient approaches 1.00. Reliable items are considered consistent. 
It reflects that the measurement results obtained are correct measurement and reliable. 
From the alpha coefficient values ​​obtained indicate that the attributes have a high level of 
confidence. The colour value has the highest coefficient value because this item is the most 
understood and trusted by the respondent. Quality attributes that have been evaluated by 
validity and reliability tests can be used for the next stage.

Furthermore, the respondents determine the order of priority for quality attributes 
development in the follow-up questionnaire. After validity evaluation, two attributes 
are invalid, so seven attributes will be developed. Questionnaires are distributed to 100 
respondents. The result of development priority ranking of each quality attributes is used 
as reference in the development of soymilk powder. The results of priority ranking for 
development of quality attributes of soymilk powder based on defuzzification process can 
be seen in Table 2.

Based on the results in Table 2, the priority order of attributes based on score calculation 
is taste, nutrient content, price, aroma, packaging, colour, and thickness. Whereas based 
on fuzzy calculations using centroid method, the order of development is taste, nutrient 
content, packaging, price, aroma, viscosity, and colour. Centroid method determines the 
center of area of membership function (Rouhparvar & Panahi, 2015). Calculations using 
the attribute score directly divide the total rating score with the number of respondents. In 
this calculation, there are several things that need to be improved regarding the selection of 
information from consumers when filling out the questionnaire. At the initial questionnaire, 
consumers have been restricted to use explicit Likert values, ​​1-4. Initial input from the fixed 
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value questionnaire which is calculated by attribute score calculation obtains a fractional 
value resulting fewer representative data. Fuzzy calculations try to bridge the desires of 
consumers by providing flexibility to fill scores by fraction values obtaining fractional 
value computation by fuzzy calculation. Furthermore, defuzzification is conducted to 
produce crisp value which is more representative for the desires of consumers. When 
questionnaires distribution, there is scale modification of 1-8 and respondents can fill by 
fractional numbers. The higher the results exceeding scale 8 shows that the attribute is 
important to be prioritized because the degree of attribute membership is 1.

Quality attributes that have been determined in priority order in the previous stage are 
used to identify the consumer needs by distributing the second stage questionnaire. The 
respondents who are chosen should ever consume soymilk either men or women aged 20-
40 years. In this study, the degree of deviation (d) 10% are used with a 95% confidence 
level (significance level of 5%) and a proportion value (p) 0.5. Based on the calculation, 
seventy-nine peoples should be used as respondents and 100 respondents will be used in 
real to get more easily calculation in future. The proportion of respondents in each region 
can be seen in Table 3. Interview and questionnaires are used for sampling. The quality 
attributes in question are quality attributes that have previously been declared valid and 
reliable namely colour, aroma, taste, price, nutrient content, packaging, and viscosity. 
The output from this stage is evaluation to design the needs of consumers which will be 
transformed in the product manufacture. The identity and profile of respondents in each 
regency/district can be seen in Table 4.

Quality 
Attribute

Attribute Score Fuzzy

Attribute Score Development 
Priority Result of Fuzzy Development 

Priority
Colour 2.66 6 6.14 7
Aroma 3.81 4 6.98 5
Taste 5.66 1 8.09 1
Price 3.98 3 7.2 4
Nutrition 
content 5.51 2 7.88 2

Packaging 3.74 5 7.33 3
Thickness 2.64 7 6.51 6

Table 2
The result of priority development for soymilk powder quality attributes using Attribute Score and Fuzzy 
Calculations
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Table 3
Total proportion of samples in each regency

Regency ∑ Population 
Aged 20-40 

Years

Proportion
(X)

∑ Theoretical 
Sample

∑ Actual 
Sample

Yogyakarta 142464 0.173 17.3 18
Bantul 291391 0.3539 35.39 35
Sleman 389550 0.4731 47.31 47
Total 823405 1.00 100 100

Table 4
Identity and profile of respondents

Profile Assessment Result (%)
Gender Male 44

Female 56
Occupation Student 75

Civil Servant 5
Private Employee 15
Housewife 2
Others 3

This second stage questionnaire was conducted randomly towards 100 respondents. The 
result from this step, 96% of respondents ever consume soymilk and 4% is never. Based 
on the questionnaire data, the relation of total respondent in percent and their frequency 
of soymilk consumption follow; 48% consume soymilk <7 times per week; 20% consume 
soymilk more than twice per week; 16% consume soymilk once per week; 3% consume 
soymilk every day; 2% consume soymilk >5 times per week; and 11% consume soymilk 
in uncertain frequency. Based on the exposure of soymilk powder product in market by 
respondent, 67% of respondents know soymilk powder in market, but 33% do not know 
because they never find and buy soymilk powder product in the market. In other hand, 
from the consumer’s like and dislike towards soymilk powder product from market, 61% 
of respondents do not like soymilk powder currently on the market because of unpleasant 
taste especially beany flavour. Total 39% of respondents like the soymilk powder in the 
market because of simple, lightweight, easy to carry, and easy to brew. Total 95% of 
respondents state that the nutrient in soymilk is important for the human body. The results 
of consumer needs identification can be seen in Table 5.
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Table 5
Results of consumer needs identification

No Question Answer Percentage (%)
1 Do you like the soymilk from 

market?
Yes 31
No 69

2 Soymilk taste variation Original 40
Pandanus 5
Strawberry 4
Ginger 6
Chocolate 41
Coffee 2
Vanilla 1
Honey 1

3 Sugar addition Yes 61
No 39

4 Degree of sweetness of soymilk Very sweet 1
Sweet 13
Moderate Sweet 71

5 Soymilk aroma Pandanus 36
Vanilla 33
Chocolate 7

6 Soymilk thickness Viscous 20
Moderate Thickness 76
Aqueous 3

7 Soymilk colour Original colour 78

Natural colourant addition 11

8 Soymilk packaging Alumunium foil 43

Plastic 33

Pouch by zipper lock 23

9 Packaging size Sachet 60

100 g 22
200 g 14

10 Price for once drink IDR 1000-1500 10

IDR 2000-3000 49
>IDR 3000 41
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Based on the results of the second stage questionnaires distribution, it can be concluded 
that the soymilk powder desired by consumers has the following specifications (this 
specifications are then used as a basis for product concept development that will be applied): 
variation of flavors with original flavors, chocolate, ginger, pandanus, and strawberries; need 
to add sweeteners (sugar); moderate sweetness level of taste; medium level of thickness; 
colour like the original colour of soy (brown cream); forms of soymilk powder in sachet 
packaging using aluminum foil; soybean powder need to be smoother (not much pulp/
sediment); the price of soymilk sachets is around IDR 2000-3000.

Analysis Stage

The characteristic development of soymilk powder products based on questionnaires I 
and II was conducted by identification of product functions. Identification of product 
functions and their interrelationships was conducted by a function diagram called Function 
Analysis System Technique (FAST). This diagram represent a function showing the inter-
relationship of function to each other in a how and why logic (El-Nashar & Elyamany, 
2018). Identification of product functions begins by observation of soymilk powder on the 
market and direct observation of soymilk powder production (prototype) from Faculty of 
Agricultural Technology, Universitas Gadjah Mada. This product was developed because 
of consumer dissatisfaction towards soymilk taste. The comparison product is local soymilk 
from supermarket which has equal quality to the developed product. Furthermore, it can 
be identified the functions of soymilk powder products and then these functions can be 
mapped and can be known for their association by FAST diagram in Figure 1. 

From the FAST diagram, it can be identified that soymilk has two primary functions 
i.e., function of quality and price. The primary function of product quality is followed by 
secondary functions of colour, aroma, taste, nutrient content, packaging, and thickness. 
In other hand, price has a secondary function which is cost of production. The secondary 
function of colour is influenced by the raw material and colouring agent addition in soymilk. 
The secondary function of aroma is influenced by raw material and kinds of soybean. 
The secondary function of taste is influenced by the degree of sweetness and addition of 
other ingredients. The secondary function of nutrient content is determined by the quality 
of raw materials and raw materials composition. The secondary function of packaging is 
determined by the kinds of packaging material and information on the packaging. The 
secondary function of thickness is influenced by kinds and combination of raw materials. 
The secondary function of production cost is affected by how soymilk products are produced 
in accordance with the secondary functions of quality i.e., colour, aroma, taste, nutrient 
content, packaging, and thickness. Attributes that will be developed to determine the design 
alternative of soymilk product development include:
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Figure 1. FAST diagram of soymilk product development

a.	 Taste: the most priority quality attribute to be developed according to respondents. 
From the results of the second questionnaire distribution, it is found that 40% of respondents 
want the original taste, 41% chocolate, 6% ginger, 5% pandanus, and 4% strawberry. Total 
61% of respondents want a sugar addition into soymilk powder with a moderate level of 
sweetness.

b.	 Colour: 78% of respondents want a soymilk powder with a creamy brown colour. 
Soybeans generally have a creamy brown colour. It makes no additional colourant agent.

c.	 Aroma: 36% of respondents want a soymilk with soy aroma combined with 
pandanus aroma. Grobogan soybean has a strong soybean aroma. It is also in accordance 
with the desired aroma by respondents.
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d.	 Packaging: 60% of respondents want soymilk that is packaged in sachets form. 
It will make that product ready to be brewed and consumed by adding hot water. Product 
development will be carried out by production the soymilk products in aluminum foil 
sachets packaging.

e.	 Thickness: 76% of respondents want the soymilk with medium thickness.

Creativity Stage

Based on consumer need identification by questionnaire, it will be developed for concept 
alternatives of soymilk powder products. The alternative product concepts can be seen in 
Table 6. The alternative products are supported by flavor enhancement ingredients including 
chocolate, pandanus, strawberry, and ginger.

Table 6
Alternative concepts of soymilk powder products

Product Concept Ingredient and Proportion
A Soymilk Liquid : Sugar = 1000 mL : 100 g
B Soymilk Liquid : Sugar : Ginger = 1000 mL : 100 g : 10 g
C Soymilk Liquid : Sugar : Chocolate = 1000 mL : 100 g : 2 mL
D Soymilk Liquid : Sugar : Strawberry = 1000 mL : 100 g : 2 mL
E Soymilk Liquid : Sugar : Pandanus = 1000 mL : 100 g : 2 mL

Determination Stage

This stage is consisted of sensory evaluation, determination of product performance value, 
determination of production costs and product concept value, and determination of the best 
product concept. Comparison between developed products and products from market is 
conducted to determine the acceptable of developed products to the public. As the beginning 
of determination stage, sensory evaluation, the soymilk products are tested to 30 trained 
panelists. They are requested to rate the product quality attributes by Likert scale which 
4 is “very good”; 3 is “good”; 2 is “bad”; and 1 is “very bad”. This Likert scale is widely 
used for sensory evaluation including the microgreens from commercial and local farms 
in Tuscaloosa, Alabama (Tan et al., 2020). Sugared soymilk instant from market is also 
included in this sensory evaluation as a comparison product, at the same time. The sensory 
evaluation result can be seen in Table 7.
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Table 7
Sensory evaluation results

Attributes Product
Attribute Score (Value) Total 

Score
Average 

Score1 2 3 4

Taste

A 2 5 14 9 90 3.00

B 3 9 10 8 83 2.77
C 4 13 8 5 74 2.47
D 4 9 4 13 86 2.87
E 2 5 11 12 93 3.10
Market 17 11 1 1 46 1.53

Colour

A 0 1 20 9 98 3.27
B 0 3 21 6 93 3.10
C 2 6 21 1 81 2.70
D 2 0 23 5 91 3.03
E 0 5 16 9 94 3.13
Market 4 15 9 2 69 2.30

Aroma

A 1 3 15 11 96 3.20
B 3 5 14 8 87 2.90
C 3 9 12 6 81 2.70
D 2 8 13 7 85 2.83
E 0 5 12 13 98 3.27
Market 9 15 4 2 59 1.97

Thickness

A 0 2 23 5 93 3.10
B 1 1 26 2 89 2.97
C 0 5 22 3 88 2.93
D 2 6 15 7 87 2.90
E 1 0 21 8 96 3.20
Market 10 9 8 3 64 2.13

Based on the sensory evaluation results, Concept E (pandanus flavor) has the highest 
score of taste attribute. Major respondents in second questionnaire desire the taste and 
aroma of pandanus as an alternative to the development of flavor in soymilk powder. 
The second ranking is Concept A (original) followed by Concept D (strawberry flavor), 
Concept B (ginger flavor), Concept C (chocolate), and product from market. Product from 
market has the lowest score in all the evaluated attributes including taste, colour, aroma, 
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and thickness. This confirms that soymilk products from the market have preferred by the 
public, especially in terms of bitter, beany and rancid tastes (Ma et al., 2015). Based on the 
results of colour attribute, Concept A (original) has the highest score of colour attribute. 
Second questionnaire result shows that more respondents prefer the original colour of 
soy (brown cream) as an alternative to the development of colour attribute in soymilk 
powder. The lower score of colour attribute is followed by Concept E, Concept B, Concept 
D, Concept C, and product from market. Aroma attribute score from Table 7 shows that 
Concept E (pandanus flavor) has the highest score followed by Concept A (original), 
Concept B, Concept D, Concept C, and product from market. It has similar reason with 
the previous result which explain that more respondents from second questionnaire want 
the pandanus aroma to be an alternative towards the development of aroma in soymilk. 
For the thickness attribute, Concept E (pandanus flavor) has the highest score followed by 
Concept A (original), Concept B, Concept C, Concept D, and product from market. The 
respondents from second questionnaire desire the moderate thickness in soymilk.

Figure 2. Attribute Value Comparison of Sensory Evaluation Result
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Figure 2 informs that Concept E has the highest performance value followed by 
Concept A, Concept B, Concept D, Concept C, and product from market. It indicates that 
panelists would rather accept the developed product concepts than product from market. 
However, product from market tends to have unpleasant taste and odor with high precipitate. 
Regarding value engineering, sensory evaluation could be used to determine the level 
of performance of the product development design based on the quality attributes of the 
product being developed.

In this step, the determination of product performance value is conducted. From the 
calculation of the attribute score in Table 8, comparison among quality attribute could be 
made by the zero-one method. The comparative analysis of factor attributes determining 
product design and development uses zero-one method. This method defines a crisp limit 
of 1 if the score exceeds the compared attribute and 0 if less than the compared attribute 
without considering its value of membership function for any score (Sarkar et al., 2020). 
This condition has an inappropriate impact because each compared score has unconsidered 
membership value. Fuzzy Logic method could improve the definite limits on zero-one 
method in Value Engineering into limits in fuzzy sets that have different membership 
values. Grouping several values ​​into fuzzy sets with different membership values ​​could 
resolve the discrepancies on the crisp approach in zero-one method in Value Engineering. 
The comparison results of quality attributes by fuzzy logic can be seen in Table 9.

Based on Table 9, comparison among quality attributes could be made by zero-one 
method. The higher attribute score will get 1 and the lower one is 0. The similar attribute 
comparison will be given (-). However, 0 and 1 are considered unfair because each attribute 
has different value or degree. Therefore, the zero-one method will be integrated by fuzzy 
logic method which will begin by finding the degree of membership of each attribute. From 
the comparison results of quality attributes by fuzzy logic, taste has the highest value to be 
developed, then followed by aroma, colour, and thickness. Comparison on each compared 

Attribute
Importance Level

Total Total 
Score

Attribute 
Score (%) Ranking

1 2 3 4
Taste 0 3 9 18 30 105 35 1
Colour 12 12 3 3 30 57 19 3
Aroma 1 5 16 8 30 91 30.33 2
Thickness 17 10 2 1 30 47 15.67 4
Total 30 30 30 30 120 300 100 -

Table 8
Calculation of attribute score
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attribute is stated in fuzzy membership function leading to still have a value according 
to its membership function limit. This is more appropriate to represent the comparison 
criteria. The next step is calculation of performance value for each product concept. This 
value could help to optimize a product concept by maximizing the functional performance 
of each product concept (Heralova, 2016). The results of performance value calculation 
for each product concept can be seen in Table 10.

Table 9
Comparison results of quality attributes by zero-one and fuzzy logic

Method Attribute Taste Colour Aroma Thickness Total Ranking

Zero-One

Taste - 1 1 1 3 1
Colour 0 - 0 1 1 3
Aroma 0 1 - 1 2 2
Thickness 0 0 0 - 0 4

Fuzzy 
Logic

Taste - 1.88 1.15 2.23 5.26 1
Colour 0.53 - 0.62 1.19 2.34 3
Aroma 0.87 1.63 - 1.94 4.43 2
Thickness 0.45 0.84 0.52 - 1.80 4

Table 10
The result of performance value calculation for each product concept

Quality Attribute Taste Colour Aroma Thickness Performance 
ValueAttribute Score 38.03 16.92 32.03 13.02

Product Concept A 90 98 96 93 9366.60
Product Concept B 83 93 87 89 8675.44
Product Concept C 74 81 81 88 7924.93
Product Concept D 86 91 85 87 8665.59
Product Concept E 93 94 98 96 9516.13
Product from Market 46 69 59 64 5639.91

Product performance is stated as good if the value exceeds the comparative product 
performance value (product from market). Based on Table 10, product E (pandanus) has 
the highest performance value followed by product A, product B, product D, product C, 
and product from market. 

However, a higher product performance value does not necessarily indicate that the 
product has a better value. The value of a product is also influenced by the production 
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costs. In this case, value is a comparison between performance and production costs. It 
should be considered because products with high performance will get low values if it has 
high production costs.

In this step, the determination of production costs and product concept value is 
conducted. The calculation of production costs in this study is limited only to the cost of raw 
materials because the product development focuses on flavor diversification and the other 
things are done with the similar process. From the calculation, Product A has the lowest 
cost of IDR 2,000 followed by product from market IDR 2,072.5, product E IDR 2,244, 
product B IDR 2,300, and product C and D having similar result IDR 2,303. Furthermore, 
the value of each product concept could be determined by performance comparison of each 
product concept with its production cost. The results of value calculation ​​for each product 
concept can be seen in Table 11.

Table 11
Value of each product concept

Product Performance Production Cost (IDR) Value Ranking
Product Concept A 9366.6 2000 4.68 1
Product Concept B 8675.44 2300 3.77 3
Product Concept C 7924.93 2303 3.44 5
Product Concept D 8665.59 2303 3.76 4
Product Concept E 9516.13 2244 4.24 2
Product from Market 5639.91 2072.5 2.72 -

Table 12
Proximate analysis profiles of some soymilk powder products

Proximate 
Analysis

Soymilk Powder Product
Developed Product Commercial Product
Product Concept A Prototype Product Product from Market

Protein (%) 10.31 6.11 11
Fat (%) 3.76 3.38 2
Water (%) 5.31 1.31 -
Ash (%) 1.07 0.93 -
Crude Fiber (%) 1.12 0.12 -



Pertanika J. Sci. & Technol. 29 (3): 1683 - 1705 (2021)1702

Andita Sayekti, Atris Suyantohadi, Mirwan Ushada and David YudiantoUshada and David Yudianto

As the last step, the determination of the best product concept is conducted here. Based 
on Table 11, product concept A (original flavor) has the highest value due to its lowest 
production cost. It could be stated that the best concept of this product development is 
concept A (original flavor) because it has the highest value with a high performance and low 
cost of production. This product also indicates the preference of the consumer. Proximate 
analysis profiles of product concept A and other commercial products can be seen in Table 
12. Based on Table 12, product concept A has 5.31% of water content, 1.07% of ash content, 
and 1.12% of crude fiber. This results are closer to study that was conducted by Mazumder 
& Hongsprabhas (2016). They stated that water content, ash, and crude fiber of spray dried 
soymilk powder are 1.93%, 3.05%, and 3.59% respectively. In other hand, protein and fat 
contents are different i.e. 57.26% and 27.6%, respectively (Mazumder & Hongsprabhas, 
2016). That contents are higher than the protein and fat contents in this study, 10.31% 
and 3.76%, respectively. Since the process of soymilk production conducting the soaking 
method towards the soybean for overnight, it is predicted that a lot of protein dissolve 
into the liquid soaking medium. This has been confirmed by Martinson et al. (2012) who 
stated that the soaking of soybean could decrease the protein content. Nilufer-Erdil et al., 
(2012) also explained that soymilk powder needs to have no less than 38% of soy protein 
and 13% of soy fat. Product from market only show the number of protein and fat contents 
which take from its nutrition label, as described in the method part above.

CONCLUSION

The priority of attributes development for soymilk powder are taste, nutrient content 
perception from respondents, packaging, price, aroma, thickness, and colour. Meanwhile, 
the consumer needs include variations in taste, sugar addition (medium sweetness), medium 
thickness, aluminum foil packaging in sachet sizes, and prices ranging from IDR 2000-
3000. Five concepts of soymilk powder product development obtained from the creativity 
stage include product concept A (original), product concept B (ginger), product concept C 
(chocolate flavor), product concept D (strawberry flavor), and product concept E (pandanus 
flavor). The best concept is product concept A (original) that has the highest value (4.68), 
high performance (9,366.60) and low production cost (IDR 2000).
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ABSTRACT

The heart is the most important organ in the human body as it circulates the blood throughout 
the body through blood vessels. In the human circulatory system, the heart beats according 
to the body’s physical needs. Therefore, the physical condition of a person can be determined 
by observing the heartbeat rate (HBR). There are plenty of methods that can be used to 
measure the HBR. Among the methods, photoplethysmography (PPG), electrocardiogram 
(ECG) and the oscillometric method are the standard methods utilised in medical institutes 
for continuous measurement of the HBR of a patient. Out of these three methods, PPG 
is the only method which has evolved to a non-contact imaging-based method from the 
conventional contact sensory based method. The incentive for developing the non-contact-
based imaging PPG method in measuring the HBR provides the advantage of excluding the 
direct contact of sensors on specific body parts. This brings huge improvements to remote 
monitoring of healthcare especially for the purpose of social distancing. Moreover, the rapid 
progression of technology (particularly the interactive electronic gadgets advancement) also 
motivates researchers and engineers to create a mobile application using the PPG imaging 

method, which is feasible in measuring the 
HBR. Hence, this study seeks to review 
and present the fundamental concept, the 
present research and the evolution of the 
aforementioned methods in measuring the 
HBR.

Keywords: Electrocardiogram, heart beat rate, 
oscillometric method, photoplethysmography 
imaging, photoplethysmography 
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INTRODUCTION

The heart is the key organ in keeping a person alive. When it stops functioning, the oxygen-
rich blood is unable to reach the brain and other organs. A person can die in minutes if the 
heart stops and does not receive immediate treatment. The HBR is the most direct indicator 
that can reflect the general health of a person. For instance, the HBR is an indicator for 
diagnosing any cardiac arrhythmia diseases (abnormal heart rhythms or arrhythmia). This 
disease is one of the chronic cardiovascular diseases (CVDs). To date, CVDs are termed as 
the most common diseases causing death worldwide. According to Srinivasan & Schilling 
(2018), it is estimated that 15 to 20% of all death is caused by CVDs and sudden cardiac 
death. 

Cardiac arrhythmia can be classified into three groups - abnormally fast HBR (or also 
known as tachycardia, if the HBR is over 100 bpm (beats per minute)), abnormally slow 
HBR (or also known as bradycardia, when HBR is lesser than 60 bpm) and irregular HBR 
(Kastor, 2002). A crucial preliminary action in discovering the presence of these diseases 
is to measure the HBR consistently and frequently. In order to extend the lifespan of a 
patient who has cardiac arrhythmia diseases, the most effective solution is to attentively 
monitor the HBR and consume medications. Thus, the measurement of the HBR plays an 
important role in maintaining the health of the heart.

At present, several techniques and devices can be used in measuring the HBR. The 
most direct method for calculating the HBR is through manual calculation which is done 
by putting a bare hand on the arterial site in order to sense the pulsation strength or using 
a stethoscope to listen the sounds of the heartbeats during a specific time period. As 
technology nowadays is more advanced, the standard methods such as electrocardiography 
(ECG), photoplethysmography (PPG) and the oscillometric method are implemented 
in clinical settings to obtain the HBR automatically. These methods have reduced any 
errors that may have occurred when the HBR is manually taken. In the paper by Khong 
& Mariappan (2019), the evolution of the PPG methods had been briefly described. This 
paper represents an extension of that version by Khong & Mariappan (2019); it reviews the 
pulse rate or the HBR measurement techniques and focuses on its evolution from contact 
based to non-contact-based methods. 

HEART BEAT RATE (HBR)

The HBR is a measurement referring to the speed of heartbeats in one minute with the 
measurement unit of bpm. It is essential in analysing the normal resting HBR data. The 
HBR at rest is a snapshot of the heart muscle in pumping the lowest amount of blood that 
the body needs. During the resting condition, the HBR is normally between 60 bpm to 
100 bpm. For active individuals, the HBR can be as low as 40 bpm as their heart muscle 
is in better condition and does not need to pump frequently to sustain a steady beat. There 
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are numbers of factors such as emotions, medications, hormones, air temperature, fitness 
level, activity level, body position, body size, age, and gender. that can affect the normal 
resting HBR. As these factors can greatly influence the HBR, it is always recommended to 
check the HBR frequently and at different times of the day under full resting conditions. 
Table 1 shows the normal resting HBR values.

Table 1
The normal resting heart beat rate values

Group Heart Beat Rate (bpm)
Birth 130-160
Infants 110-130
Children (1-7 years old) 80-120
Children (over 18 years old) 80-90
Adults 60-80

The HBR can be measured by taking the pulse rate (PR) at places where the arteries 
run near to the skin i.e., wrists, side of the neck, inside the elbow, top or inner side of the 
foot, back of the knee or groin. In fact, the PR and the HBR refer to the same physiological 
parameters but they are measured at different body positions and using different techniques. 
In the following section, the evolution of the methods used for measuring the HBR or PR 
are presented.

THE EVOLUTION OF HBR MEASUREMENT TECHNIQUES

As mentioned in the previous section, the HBR can be directly measured from the heart or 
through analysing the PR at the arterial sites in the human body. According to Ghasemzadeh 
& Zafari (2011), the ancient Indian and Chinese health professionals identified certain 
diseases based on the strength and speed of the beating pulse by placing a hand on the 
patient’s wrist. When it came to 1816, Rene Theophile Hyacinthe Laennec designed the 
first stethoscope to listen to sounds produced by the heart and lung (Roguin, 2006). This 
process is known as auscultation and it is an accurate method in determining the HBR 
(Hashem et al., 2010). At first, Laennec’s stethoscope was made from rolled paper cone. 
Laennec subsequently changed the material and designed to a simple wooden tube. The 
most significant change in the development of the stethoscope occurred in 1961 when Dr. 
David Littmann developed a single tube binaural stethoscope made from stainless steel or 
light weight alloy (3M Health Care, 2002). Recently, the Littmann stethoscope has evolved 
to an electronic stethoscope (Leng et al., 2015). However, the classical Littmann stethoscope 
is still widely used. Since the manual way in measuring HBR needs high attentiveness 
and might lead to a human error, the methods that can automatically measure the HBR are 
highly encouraged. These methods will be reviewed in the following sub-sections.
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Electrocardiogram (ECG)

Back in 1780, studies of the cardiac electricity started when Luigi Galvani observed the 
contraction of a muscle caused by the electrical stimulation of a nerve (Fleming, 1997). 
About 50 years later, Carlo Metteucci discovered that the muscle that connected to the 
heart by nerves tissues contracted synchronous with the beating heart and all muscles have 
an electrical current of contraction (Katz & Hellerstein, 1982). Later in the year 1856, 

Figure 1. The basic pattern of heart activity obtained 
from ECG

Rudolph von Koelloker and Heinrich Muller 
verified Matteucci’s findings by placing 
the nerve of a nerve-muscle preparation 
on a beating heart and measured it with a 
mechanical galvanometer (Bowbrick & 
Borg, 2006). They noticed that the heart 
muscle contracted with every systole of the 
heart and it twitched after the end of every 
systole (Fleming, 1997). They also proved 
that the heart muscle is able to produce 
electric activity and these phenomena later 
become the QRS complex and the T wave 
in the ECG as shown in Figure 1.

The next important development of the ECG occurred in 1872 when Gabriel Lippmann 
introduced the capillary electrometer (Fisch, 2000). This capillary electrometer consists 
of a glass capillary tube filled with mercury which has contact with sulphuric acid. The 
surface tension of the mercury altered when there was a potential difference between the 
acid and mercury. The movements of the mercury are recorded on a photographic paper. 
Although this method has been used for more than two decades to record any heart electrical 
activity, it was only applied for the first time on a human heart by Augustus Desire Waller 
in 1887 (Fleming, 1997). This was also the first time that electrodes were attached on the 
chest and the back without direct contact to the heart muscle. The subsequent evolutions 
of these techniques are summarised in first six rows of Table 2.  

In 1906, Einthoven developed a standard limb lead system (Lead I, II and III) as the 
reference positions for the placements of the electrodes. This standard limb lead system 
forms an equilateral triangle where the heart is located at the centre. The three corners of the 
equilateral triangle are located at the right arm (RA), left arm (LA) and left leg (LL). Based 
on the invention of Einthoven, this equilateral triangle is named as Einthoven’s triangle. 
The standard limb lead system is also known as bipolar leads because Lead I measure the 
bio-potential between RA and LA, Lead II measures the bio-potential between RA and 
LL, and Lead III measures the bio-potential between LA and LL. In 1924, Einthoven was 
awarded the Nobel Prize in medicine due to his contribution in inventing the ECG (Yang 
et al., 2015).
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Table 2
The Evolution of ECG Technic

Year Research(s) Technics Remarks
1891 William 

Bayliss and 
Edward 
Starling

Capillary 
electrometer

Used improved capillary electrometer with a more powerful 
projecting microscope optics and an additional electrical light 
to extract 3 different deflections, which later known as P wave, 
QRS complex and T wave in ECG (Fye, 1994)

1903 Willem 
Einthoven

String 
galvanometer

Since frequency response of capillary electrometer is poor, 
string galvanometer is developed (Madihally, 2010).

1905-
1907

Cambridge 
Instrument 
Company

Einthoven 
string 
galvanometer

Three units Einthoven string galvanometer were successfully 
manufactured and sold (Fye, 1994)

1909 Edelmann Small version 
of the string 
galvanometer 

Set up in Thomas Lewis’s laboratory at University College 
Hospital in London (Fye, 1994)

1909 Alfred Cohn First Edelmann 
string 
galvanometer 
ECG machine

Introduced to United States and installed at Mt. Sinai Hospital 
(Geddes & Wald, 2000)

1914 Charles 
Hindle

First ECG 
machine

Charles Hindle built the first ECG machine in United States 
, which was designed by Horatio Williams (Geddes & Wald, 
2000)

1934 Frank 
Norman 
Wilson

Wilson’s central 
terminal

Wilson’s central terminal forms by connecting the electrodes 
at RA, LA and LL respectively to central terminal. The bio-
potentials measured based on Wilson’s central terminal are 
voltage at right arm (VR), voltage at left arm (VL) and voltage 
at left foot (VF) (Alghatif & Lindsay, 2012).

1938 American 
Heart 
Association

Six standard 
precordial leads

The Cardiac Society of Great Britain and the American 
Heart Association standardized the name for the six standard 
precordial leads as V1–V6 (Alghatif & Lindsay, 2012)

1942 Emanuel 
Goldberger

Augmented 
leads system 

Augmented leads system i.e. augmented vector right (aVR), 
augmented vector left (aVL) and augmented vector foot can  
amplify the bio-potentials of VR, VL and VF (Gargiulo, 2015) 
and replace them in the ECG measurements.

1954 American 
Heart 
Association

Twelve leads 
system

Twelve leads system consists of bipolar leads (Lead I, II, III), 
augmented leads (aVR, aVL, aVF) and standard precordial 
leads (V1-V6) has been recommended for standardizing the 
ECG measurements (Alghatif & Lindsay, 2012).

1957 Normal 
Holter

Holter ECG New breakthrough in ECG development. Holter ECG is a 
portable device and can continuously record the heart activities 
(HBR and rhythm) for more than 24 hours (Yang et al., 2015). 

	 In 1934, Frank Norman Wilson developed Wilson’s central terminal by connecting the 
electrodes at RA, LA and LL respectively to the central terminal. In Wilson’s technique, 
this central terminal acts as a reference terminal and hence, it is also known as unipolar 
leads (Alghatrif & Lindsay, 2012). Wilson also based on Wilson’s central terminal 
technique to measure the bio-potential across the chest with six standard precordial leads. 
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The evolutions about the lead systems are 
summarised from the seventh to tenth rows 
of Table 2. Figure 2 shows the Mason-Likar 
leads position for the ten electrodes to form 
a twelve-lead ECG system. To date, this 
twelve-lead ECG system is still applicable to 
ECG measurements and is also known as the 
golden standard in measuring the activity of 
heart in clinical settings including the HBR.

Although the twelve-lead system is able 
to describe heart activities, the ECG machine 
is bulky and expensive. Throughout the 
years, the ECG machine greatly advanced in 
terms of weight by reducing the Einthoven 
string galvanometers from 600 pounds to 
less than 8 pounds (Fisch, 2000). In addition, 
the number of operators needed was reduced 

Figure 2. Mason-Likar leads position for the ten 
electrodes to form a twelve-leads ECG system

from five to one person. The electrodes used in the ECG machine were also improved from 
Einthoven’s original cylinders, which consist of electrolyte solutions to strap-on electrodes 
designed by Alfred Cohn in 1920 (Krikler, 1983). In 1932, Rudolph Burger introduced 
a suction electrode which was later improved by Welsh in the ECG machine (Burch & 
DePasquale, 1990). In order to avoid the pain caused by the suction electrode, an electrode 
with adhesive gel was introduced. Silver (Ag) or silver chloride (AgCl) electrodes are the 
most typical and preferred electrodes used in clinical ECG measurements nowadays for 
the recording of bio signals (Albulbul, 2016).

Holter’s ECG is normally used to monitor patients with heart attacks or after surgery, 
in evaluating the pacemaker functionality or assessing the efficiency of the medicine. 
During the period of monitoring, the research subjects were prohibited to get wet, have 
X-rays or use an electric blanket when wearing the device (UW Health, 2016). In addition, 
the research subjects were also required to keep a distance from high-voltage areas, 
electromagnetic fields or metal detectors.

As medical technology advanced, Applied Biomedical Systems BV and AliveCor Inc. 
invented a handheld ECG device called MyDiagnostick and Kardia Mobile respectively 
(Desteghe et al., 2017). MyDiagnostick is a rod-like device with electrodes at both ends as 
illustrated in Figure 3 used for ECG recordings and atrial fibrillation detection. The subject 
is required to hold the electrodes with both hands for one minute. MyDiagnostick has a 
USB connecter at one end for ECG records to enable the transfer of the readings from the 
device to a computer. Kardia Mobile is required to connect with a mobile phone that has 
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the Kardia app installed. Kardia Mobile was invented for single channel ECG recordings, 
atrial fibrillation detection, heart rhythm diagnosis and the HBR measurement (AliveCor 
Inc., 2017). The subject is required to place two or more fingers of both hands on the 
electrodes at both sides of the Kardia Mobile for at least thirty seconds. The other product 
which can be used for measuring the ECG is Apple Watch Series 4, 5 and 6. However, this 
feature is not yet available for all the countries.

Figure 3. MyDiagnostick designed by Applied Biomedical System BV has electrodes at both end of sides

Electrode Electrode

The ECG is a powerful method for the monitoring of heart activities. Hence, many 
researchers have built their own circuit for ECG signals extraction. From the peak-to-peak 
interval of the ECG signals, the HBR can be measured. The main drawback of the ECG 
is the subject requires contact with the electrodes to obtain the measurements. Therefore, 
it is very inconvenient.

Oscillometric Method

Oscillometric method is normally used in an automated electronic blood pressure 
measurement device that consists of inflatable cuff, pressure transducer, circuitry for 
signals conditioning, analog to digital converter, microcontroller and liquid crystal display 
(LCD) (Drzewiecki, 2003). Table 3 shows the evolution of the blood pressure measurement 

Table 3
The Evolution of Oscillometric Method

Year Research(s) Technics Remarks
1855 Karl von 

Vierordt 
First 
sphygmograph

Can record the arterial pulsation for blood pressure measurement 
(Kapse & Patil, 2013).

1860 Etienne 
Jules Marey

Marey’s 
sphygmograph

Improved the multi-levered and bulky version of Vierordt’s 
sphygmograph and can record the velocity and waveform of the 
arterial pulsation on a graphical paper by immersing the whole 
arm inside a glass chamber that filled with water (Kapse & Patil, 
2013).

1876 Etienne 
Jules Marey

Oscillometric 
method

He observed that the pressure in the cavity was fluctuated when he 
placed the whole arm inside a pressure cavity and noticed that the 
pressure fluctuation actually was varied with the amplitude of his 
pulsation (Geddes, 1991). This amplitude can be used to measure 
the blood pressure.
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techniques. To date, the oscillometric method is still widely used to record the pulsation 
oscillation but the instrument has been improved by changing the mechanical components 
to electronic components that can automatically interpret and analyse the pulsation signals.

Although the oscillometric method was mainly developed for the measurement of 
blood pressure, it can also be used to measure the PR due to the transducer in the inflatable 
cuff which can sense the oscillation of the pulsation. The oscillometric device normally 
records the oscillation of the pulsations either by the inflating or deflating of the cuff. 
The recorded raw pulsation signals are amplified and filtered with a signal conditioning 
circuitry to separate the pulsation signals. Subsequently, pulsation signals are converted 
from the analog to digital form. Since the oscillometric device directly measures the 
arterial pulsation oscillation, the peak-to-peak intervals of the digitized pulsation signals 
are used for the calculation of the pulse rate (Yamakoshi et al., 2014). The calculated PR 
is displayed on the LCD.

Typically, three types of automatic oscillometric devices are available in the market i.e., 
upper arm, wrist, or finger oscillometric device. According to the guideline of the European 
Society of Hypertension, the upper arm oscillometric device is the most reliable device for 
the measurement of blood pressure and the PR (Parati et al., 2008) as the brachial artery of 
upper arm is the main supplier of blood from the arm to the finger. Besides that, the heart 
is the same level with the upper arm and hence, is able to provide more accurate reading. 
However, any movement during the pulsation recording causes the results to be rendered 
inaccurate. Since the automatic oscillometric device is easy to operate, it is widely used 
for self-health monitoring at home.

Photoplethysmography

Photoplethysmography (PPG) is derived from the word’s “photo” and “plethysmography”, 
where photo implies the optical ability and plethysmography represents the measurement of 
the volumetric changes (Lemay et al., 2014). The PPG measures the HBR by detecting the 
changes of blood volume within the human cardiovascular system through the application 
of an optical technique (Allen, 2007). The heart is the core organ and aims to circulate 
blood throughout the body. Blood contains haemoglobin which is capable of absorbing 
the radiation of optics. Thus, the variation of blood volume influences the intensity of the 
remittance spectra as the vascular circuit is illuminated by a light source. By measuring 
these variations, the timing of cardiovascular events can be examined and it is a valuable 
information for computing the PR. In view of this relation, the PPG method was developed. 
The subsequent establishment of contact conventional PPG technique and the recent 
development of non-contact-based PPG technique are discussed below. 



1715Pertanika J. Sci. & Technol. 29 (3): 1707 - 1732 (2021)

Contact and Non-contact Heart Beat Rate Measurement Techniques

Contact Based Photoplethysmography (PPG) 

Pulse oximeter is a typical medical device that applies the PPG method in continuously 
acquiring the patient’s PR in the hospital. Initially, it was innovated to observe the oxygen 
levels of the human blood. It also has the ability to detect the cardiovascular pulse waves, 
which propagates via the human microvascular. The PPG signals also conveys PR data 
that is computed by analysing the PPG either using time domain analysis (time interval 
between two consequent peaks in the PPG waveform) or frequency domain analysis (PPG 
spectral analysis by detecting the highest frequency peak) (Zhang, 2015).

With reference to the Beer-Lambert law shown as Equation 1 (Gastel et al., 2016), the 
principle of pulse oximeter is formed.

A

		  [1]

where I0 implies the utilised light source intensity, ε considers the examined substance’s 
specific molar extinction coefficient, λ represents the particular wavelength, c indicates 
the examined substance’s concentration and d depicts the optical path length. I indicates 
the intensity of the transmitted light. 

In compliance with the Beer-Lambert law, the absorbance of the examined substance is 
directly proportionate to the specific molar extinction coefficient of the examined substance, 
the concentration of the examined substance and the optical path length. Thus, the equation 
for calculating the test substance absorbance can be formed as Equation 2 with rearranging 
Equation 1. A is the absorbance of test substance.

A 		  [2]

According to the definition of the Beer-Lambert law, when the light sources illuminate 
the clamped finger in the pulse oximeter, the light transmits through the skin of the finger 
and is absorbed by the entire substance of the finger. The substances of the human finger can 
be broadly grouped into two categories, which are termed as the pulsatile (AC) component 
(i.e., arterial blood) and the non-pulsatile (DC) components (i.e., muscle, bone, tissues, 
and venous blood). The AC component is the only substance that performs and varies with 
time, as it is influenced by the pulsation. Hence, the AC component is intensely affected 
by the cardiac cycle and undergoes rhythmic small variations based on the amount of 
absorbed light. Whilst the light being absorbed by the DC components is almost consistent 
with time, the change maybe very minute as the concentration of haemoglobin amount 
varies. Typically, the amount of light absorbed by the DC components is assumed to be 
same to ease the calculation of the pulse oximeter during the cardiac cycle. For the HBR 
calculation, the time interval from the peak to peak of the PPG signal is adopted. Figure 4 
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describes the PPG signal, which is obtained from pulse oximeter with specific wavelength. 
It shows that the upper part of the PPG signal represents the AC component, whereas the 
lower part of the signal implies the DC components.

In most cases, the pulse oximeter comprises of two light sources (infrared light at 840 
nm and red light at 660 nm) to illuminate the human body tissue and a photo-detector to 
detect the light intensities that re-emit from the human tissue. After the light intensities are 
collected, they are filtered by a band pass filter circuitry. Subsequently, these filtered signals 
are digitalized and a microprocessor is implemented to process the signals for the cardiac 
output measurements. Nowadays, there are generally two types of pulse oximeter available 
in the market; a reflectance type and a transmission type, as shown in Figure 5 (Laurent 
et al., 2005). For a reflectance type pulse oximeter, the light sources are attached on the 

Figure 4. The obtained PPG signal from pulse oximeter with specific wavelength

Figure 5.  (a) Reflectance; and (b) Transmission type of pulse oximeter

AC component

DC component

Photodiode
Infrared LEDRed LED

Photodiode

Infrared LEDRed LED

(a) (b)
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body tissue surface and placed adjacent with the photo-detector. Within the transmission 
type pulse oximeter, the photo-detector and light sources are positioned opposite with the 
body tissue in between.  

The development of PPG started in the early 1936 and its early progress is summarised 
in first four rows of Table 4. For the next two decades, the bulky, heavy, motion sensitive 

Table 4
The Development of PPG Technic

Year Research (s) Technics Remarks
1936 Researchers of 

Stanford and 
New Jersey

Non-invasive 
optical method

Initiated the development of non-invasive optical method 
to examine the blood volumetric variations in rabbit ears 
(Lemay et al., 2014)

1937 Alrick 
Hertzman

PPG technique Published his first finding on measuring human blood 
volumetric changes from tissues with PPG technique (Alian 
& Shelley, 2014)

1939 Karl Matthes 
and Franz Gross

Red and infrared 
wavelength in 
PPG technic

Used red and infrared wavelengths to PPG signals and 
compared their performances (Laurent et al., 2005). 
The ear prove was introduced to record PPG signals.

1942 Glen Millikan Ear oximeter The word ‘oximeter’ was officially employed and he 
introduced the ear oximeter, which is a reduced weight of 
Matthes and Gross’s ear probe (Severinghaus, 2007)

1971 Takuo Aoyagi Dye dilution 
method in Ear 
Oximeter

Takuo Aoyagi from Nikon Kohden Company attempt to use 
dye dilution method for increasing the accuracy of the ear 
oximeter in measuring cardiovascular events (Aoyagi, 1992) 

1975 Nihon Kohden 
Company

Ear pulse 
oximeter OLV-
5100

Commercialized the first ear pulse oximeter OLV-5100 with 
incandescent light, photocells and filters to acquire PPG 
waveform generated by arterial pulse for determining SpO2 
based on Aoyagi’s concept (Severinghaus, 2014)

1981, 
1983

Biox and 
Nellcor Inc.

Pulse oximeter 
Ohmeda Biox 
3700 (Ear probe) 
and Nellcor 
N-100 (Finger 
probe)

Developed and commercialized the pulse oximeter Ohmeda 
Biox 3700 (with flexible ear probe) (Ohmeda, 1986) and 
Nellcor N-100 (with flexible finger probe) (Mahgoub et al., 
2015). They are the initial pulse oximeter adopted red and 
infrared LEDs (Ohmeda Biox 3700-wavelength 660nm and 
940nm; Nellcor N-100-wavelength 670nm and 940nm), 
a photodiode and a microcomputer for cardiac output 
measurements.

1990 Nonin Medical 
Inc.

Hand-held pulse 
oximeter

Attributed the next evolution of pulse oximeter by 
manufactured a portable hand-held pulse oximeter model 
8500 (Nonin Medical Inc.,2014).

1991 Nonin Medical 
Inc.

Fiber Optic 
sensor

Innovated the pulse oximeter with the fiber optic sensor 
(Nonin Medical Inc.,2014).

1992 Takuo Aoyagi Dye of 
Indocyanine 
Green (ICG)

Used for cardiac output measurement because ICG has been 
approved by Food and Drug Administration (FDA) in 1959 
for medical diagnostics due to its low toxicity to human 
health (Sinagra & Dip, 2015). 

1995, 
2004

Nonin Medical 
Inc.

Fingertip pulse 
oximeter 

Invented the fingertip pulse oximeter  Onyx Model 9500 and 
Onyx II Model 9550 with Bluetooth and wireless technology 
correspondingly (Nonin Medical Inc., 2014)



1718 Pertanika J. Sci. & Technol. 29 (3): 1707 - 1732 (2021)

Wei Leong Khong, Muralindran Mariappan and Chee Siang Chong

galvanometer and light source used in the ear oximeter still had a limited usage in the 
medical field. Until 1962, the advancements in semiconductor technology i.e., photodiode, 
phototransistor and light emitting diode (LED) contributed greatly in reducing the size, 
increasing the sensitivity and reliability of the oximeter for the PPG measurements 
(Lemay et al., 2014). According to Aoyagi (1992), the optical density for blood with ICG 
is determined at wavelength of 805 nm while the blood optical density for blood can only 
be measured at wavelength of 900 nm. Based on the calculation of the ratio of these two 
wavelengths, the cardiac output, which is the amount of blood pumped by the heart in a 
minute is measured. The subsequent evolutions of PPG are summarised in Table 4.

Compared to the finger, the forehead is nearer to the heart and thus, the cardiac output 
responses are closer relative to the heart rhythms. In addition, the vascular bed in the 
forehead has blood which is supplied by the supraorbital artery, whereas the finger only 
involves a capillary bed (Man-Son-Hing, 1968). Therefore, it is validated that the forehead 
is one of the most apt locations for measuring human physiological parameters. 

Due to the rapid growth of the photonic technology, the advancement of the PPG 
technique is established. Currently, several manufacturers have invented wrist-worn devices 
to measure the HBR. Shcherbina et al. (2017) had studied and evaluated the accuracies 
of seven commercial wrist-worn devices, which include the Apple Watch, Samsung Gear 
S2, Microsoft Band, Fitbit Surge, PulseOn, Basis Peak and Mio Alpha 2. According to 
the findings, the Apple Watch accomplished the highest accuracy for the measurement of 
the PR. The Apple Watch is the first product launched by Apple Inc. in year 2014 which is 
competent in measuring the PR using the PPG signals. To date, Apple has launched up to 
series 6 of the Apple Watch which is now not only capable in measuring both the PR and 
the ECG but also the blood oxygen level. However, the measurement of ECG and blood 
oxygen levels is only available in certain countries. The first Apple Watch series 4 which 
is able to measure the PR and ECG is shown in Figure 6. In general, the Apple Watch 

Figure 6. Apple Watch adopts green LEDs or Infrared LEDs and photodiode for PR measurement and Back 
crystal electrode and digital crown elecrtrode for ECG measurement

Photodiode sensores

Black Crystal electrode

Infrared LEDs

Digital Crown 
electrode

Green LEDs
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utilizes green and infrared lights paired with photodiodes to collect the light intensities for 
measuring the volume changes of blood around the wrist (Apple Inc., 2020). The infrared 
light is only applicable for measuring the PR in the background. As the infrared light is 
insufficient, green light is used for enhancing the light source. Moreover, the brightness 
of the lights is auto-adjustable based on the detected signal levels. 

As a concluding summary from the reviews, the PPG is certified as one of the most 
outstanding methods to measure the PR and numerous devices have been invented using 
this technology. Even though the PPG technique is widely implemented for a clinical 
setting to measure and monitor the physiological parameters, the sensors of the devices 
i.e., photo sensors and light sources are required to be directly attached on the human 
skin. This contact basis of the PPG device has created inconvenience for the patients, 
particularly those with skin problems. In comparison, the recently developed non-contact 
PPG technology is highly potent for resolving these inconveniences.   

Photoplethysmography (PPG) Imaging 

With references to the fundamental theory of PPG, engineers and researchers found that the 
pigmentation of the human skin is feasible in interacting with light. The high advancements 
of video and video imaging techniques have facilitated the exploration of the video imaging 
usages by researchers within the health care industries. Video sensors was adopted to 
replace the photodiode in acting as a photo-detector in collecting the remittance spectra 
of the skin with both contact and non-contact theory in early 2000s. Its performance in 
measuring the PR was very promising.

The technology of non-contact PPG imaging had crucially progressed in 2010 when 
Poh et al. (2010) initiated the utilisation of the built-in webcam in the MacBook Pro for 
measuring the PR of 12 participants by recording their video images. Investigations were 
conducted indoor with varying amount of sunlight as the light source. In order to remotely 
capture the subjects’ face for analysis, the webcam was located 0.5 m away from the 
subjects. The duration of the video recording process was 60 seconds at the rate of 15 fps. 
In processing, the video signals were processed using 30 seconds moving window with 
1 second interval increment. This was the first study which pioneered the blind source 
separation (BSS) method to reduce the motion artefact from the video signals before it 
is ready to measure the PR. The BSS method from the Independent Component Analysis 
(ICA) was implemented by Poh et al. (2010). The ICA aims to separate the signal source 
mixture into independent components. Once the signals are separated, the power spectrum 
of the independent component that has the highest Signal to Noise Ratio (SNR) was utilised 
for computing the HBR while the frequency of the highest peak within 0.75 – 4 Hz was 
adopted for the PR measurement. The results indicated that the algorithm with the BSS 
method had higher accuracy than the algorithm without BSS method. 
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According to Poh et al. (2010), despite used the ICA to reduce the motion artefacts, the 
pulse frequency computation may occasionally be affected by noise. In order to solve this 
issue, researchers utilize the past estimations of the pulse frequency by setting a threshold 
of 12 bpm. If the difference between the current PR estimation and the previous computed 
PR exceeds the threshold, the algorithm rejects the frequency corresponding to the highest 
power by searching for the next frequency with the highest power until the threshold is met. 
If there are no frequencies that meet the threshold, the algorithm remains at the current pulse 
frequency estimation. Since this method is based on the previous history of PR estimation, 
once the estimated PR has a false value, it might possibly lead to inaccurate results.

Based on the literature review, the motion artefacts are found as the critical issue for 
acquiring the HBR out of the non-contact-based PPG imaging signals. Hence, the ICA is 
still extensively implemented presently for selecting the most noticeable PPG signal in 
measuring the HBR. According to van der Kooji & Naber (2019), researchers still utilised 
the ICA for extracting the best signal component of the filtered RGB colour channels to 
extract the HBR. While the ICA is the well-known approach for the HBR extraction of 
remote PPG signals, Macwan et al. (2018) enhanced the conventional ICA formulation by 
augmenting the ICA algorithm using chrominance-based constraints and autocorrelation 
to a flexible and systematic manner. Macwan et al. (2018) noticed that the enhanced ICA 
algorithm is feasible in obtaining the most periodic component, which represents the blood 
volume pulse. Therefore, the obtained signal is consistently nearer to those of the PPG 
signal which is significant for evaluating the HBR. 

Khong et al. (2016) is another study used the built-in 720p FaceTime HD Camera on 
a MacBook Pro to record video images for PR analysis. Khong et al. (2016) recorded the 
video in RGB colour mode at the frame rate of 30 fps with pixel resolution of 845 x 480 
pixels. The duration of the video images was 1 minute with participants who were seated 
approximately 0.5 metres in front of the camera. For the light sources, the natural light and 
fluorescent light were selected to illuminate the participants for the PR measurement. In 
the study of Khong et al. (2016), only green coloured channels of the video signals were 
used for the PR extraction and the region of interest was the forehead of the participants. 
For the video pre-processing step, the researchers normalized the video signals and filtered 
the video signals with the cut-off frequencies of 0.7 to 4 Hz. This range of frequency was 
selected because it is the range of PR for a normal person. Subsequently, Khong et al. 
(2016) used a 6-seconds sliding window to segment the 1 minute of video signals. The time 
interval between the sliding window was 0.5 seconds. Each of the segmented 6 seconds 
video signals was transformed to PSD using FFT for estimating the PR. In other words, 
the researchers estimated the PR measurement every 6 seconds of the video signals.

As a concluding remark, the majority of the available research implemented the 
frequency domain analysis for measuring the PR except Khong et al. (2017) who utilised 
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the time domain analysis of the video images for estimating the HBR. Khong et al. (2017) 
had presented a research for measuring human blood pressure with the non-contact video 
image processing techniques. In addition, the researchers also showed that analysing the 
10 seconds video signals with the time domain analysis is feasible to extract the PR data.  
From the findings of Khong et al. (2017), it shows that the time domain analysis enables 
not only the measurement of PR but blood pressure as well.	

Other than the consumer level webcam and digital camera, the feasibility of using the 
smartphone camera in measuring physiological parameters had also been researched. Kwon 
et al. (2012) utilised the front camera of an iPhone 4 for the remote recording of facials of 
10 subjects separately from 0.3m distance to measure their PR. These videos were recorded 
at the rate of 30 fps for a minute. During the video recording process, the subjects were 
requested to sit still and stare at the middle of the screen. As an illumination condition, the 
investigation was conducted indoors with sufficient sunlight. Kwon et al. (2012) had utilised 
the algorithm of Poh et al. (2010) with MATLAB software for processing the recorded 
video. Since the researchers acquired a clearer frequency using the highest peak signal of 
the raw green colour channel, the researchers also concluded that obtaining raw signals 
of the green colour channel has better performance over those of the ICA approach in 
selecting the apt component for the PR measurement. Even though the algorithm developed 
by Kwon et al. (2012) had not yet been implemented in the smartphone, it is validated that 
the quality of the embedded smartphone camera is competent for capturing the essential 
signal for the PR measurement.  

The camera of smartphone can be used to possibly capture the video images remotely 
for the PR measurement; it is also able to collect the video images in contact basis for the 
PR measurement. The researchers of Sukaphat et al. (2016) successfully developed an 
android application to measure the PR from the subject’s fingertip that was gently placed 
on the embedded camera. As the illumination source, the flashlight of the smartphone was 
used during the video recording process. From these studies, the researchers proved that the 
processor and camera on the smartphone nowadays are already sufficient to process video 
signals for the PR measurement. Since the mobile device is more portable, user friendly 
and popular, its usage for estimating more physiological parameters should be explored 
in the future. If the developed application can extract multiple physiological parameters 
at a non-contact basis, it will be very constructive because contact-based concept device 
limits the mobility and working ability of the subject. Furthermore, if the finger pressure 
applied on the camera lens is inappropriate, it could also lead to inaccurate results. From 
the reviews, the studies that used PPG imaging techniques for the PR measurement are 
summarised in Table 5.

As a concluding summary of these reviews, a majority existing of studies have 
utilized the spectral analysis to extract the PR from the captured videos. Generally, the 
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Table 5
Summary of the studies using PPG imaging technique for HBR measurement

Study  & Year Camera Light Source ROI Contact Remarks
Zheng & Hu 
(2007); Hu et al. 
(2008) 

Consumer level 
digital camera

LED (660 nm, 
840/870 nm and 
905/940 nm)

Finger No - Only obtain PPG signals

Takano & Ohta 
(2007)

Consumer level 
digital camera

Ambient Light Cheek No - Frequency domain 
spectral analysis

Verkruysse et al. 
(2008)

Consumer level 
digital camera

Ambient Light Facial No - Frequency domain 
spectral analysis

Poh et al. (2010); 
Lewandowska et 
al. (2011)

Webcam Ambient Light Facial No - Implemented BSS 
method
- Frequency domain 
spectral analysis

Kwon et al. (2012) Smartphone 
front camera

Ambient Light Facial No - Implemented BSS 
method
- Frequency domain 
spectral analysis

Sukaphat et al. 
(2016)

Smartphone 
Camera

Flashlight Finger Yes - Android based

Zhao et al. (2013) Near-infrared 
enhanced 
Camera

Ambient &
LED 830 nm

Facial No - Implemented BSS 
method
- Frequency domain 
spectral analysis

Macwan et al. 
(2018)

Webcam Fluorescent & 
Ambient light

Facial No - Implemented BSS 
method
- Frequency domain 
spectral analysis

Tarassenko et al. 
(2014)

Digital video 
camera

Fluorescent & 
Ambient light

Facial No -Implemented Auto-
regressive model and pole 
cancellation
- Frequency domain 
spectral analysis

Khong et al. (2016) Webcam Fluorescent & 
Ambient light

Facial No - Frequency domain 
spectral analysis

Khong et al. (2017) Webcam Fluorescent & 
Ambient light

- Facial     
- Chest

No - Time domain spectral 
analysis

van der Kooji & 
Naber (2019)

Webcam Fluorescent light - Facial     
- Wrist
- Calf

No - Implemented Improved 
Semi BSS method
- Frequency domain 
spectral analysis

Gudi et al. (2020); 
Perepelkina et al. 
(2020); Zhan et al. 
(2020)

Webcam / 
Video Datasets

Video Datasets - Facial No - Implemented learning-
based method CNN for 
better signal acquisition
- Time domain spectral 
analysis
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main downside of using the spectral analysis is the necessary choosing of the correct peak 
frequency for representing the HBR. Hence, researchers have suggested the time domain 
analysis to be used for processing the signals of video in measuring the PR and it is also 
suitable in measuring the blood pressure. For choosing the right signal of the video, both 
the raw green colour channel or applied BSS method are also capable in providing the 
accurate PR estimations. Yet, Zhao (2016) also stated that BSS method is highly complex 
and heavy computation is required particularly when the captured signals have been mixed 
with many independent sources. Therefore, many studies had abandoned the BSS method 
and only implemented the raw green colour channel for estimating the PR. Based on the 
reviews, it can be concluded that the videos which are captured under the light sources 
with specific wavelength (i.e., natural ambient light or fluorescent light) are also adequate 
in providing the PR measurement.

ISSUES AND CHALLENGES

Although the ECG, the oscillometric method and the PPG, either in contact or non-contact 
methods, have been used to obtain the HBR, these methods have its own advantages 
and challenges. When there is a challenge, there will be an opportunity to come up with 
a solution to counter it. Hence, Table 6 illustrates the advantages and challenges of the 
respective methods for measuring the HBR. Furthermore, the possible solutions to counter 
the challenges are shown in Table 6 for future development so that a more convenient, 
simple, comfortable and accurate method can be applied to obtain the HBR measurement. 

Table 6
Advantages, challenges and the solutions of HBR measurement methods

Methods Advantages Challenges Solution
ECG Non-invasive, 

reliable and 
standard method for 
diagnosing heart 
activities (Serhani et 
al., 2020)

Users have to learn the method to 
operate the monitoring device and 
placement of electrodes (Aljuaid et 
al., 2020)

Embedded the electrodes 
in T-shirts or bed sheets 
(Bianchi et al., 2010)

Discomfort or skin irritation 
in measuring HBR due to the 
adhesive gel electrodes attachment 
(Karaoguz et al., 2019)

Developed washable textile 
electrodes (Ankhill et al., 
2018). However, further 
research is required for the 
design of wearable devices

ECG signal quality because it 
is measured in millivolts and 
contaminates with noises such as 
powerline interference, baseline 
wander, motion artifacts, and 
electromyographic noise (Kher & 
Vidyanagar, 2019)

Require efficient filtering 
and amplifying techniques 
(Mohaddes et al., 2020)
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Table 6 (continue)

Methods Advantages Challenges Solution
Only one person’s reading can 
be taken at the same time

This challenge is still unsolved.

Oscillometric 
method

Non-invasive and 
can measure blood 
pressure as well

Intermittent measurement not 
suitable for continuous HBR 
measurement (Kebe et al., 
2020)

This challenge is still unsolved. 
PPG method is more comfortable 
way for continuous HBR 
measurement (Tjahjadi et al., 2020)

Readings are very sensitive 
to the posture of the body 
and arm, motion artifacts 
(Forouzanfar et al., 2015)

This challenge is still unsolved. 
However, advance the filtering 
techniques can help in reducing 
the effect of motion artifacts and 
identifying the true pulsation 
(Forouzanfar et al., 2015).

Only one person’s reading can 
be taken at the same time

This challenge is still unsolved.

PPG 
(contact)

Non-invasive 
and simple to use 
(Castaneda et al., 
2018)

Contact based with wired 
sensors might cause the 
discomforts

Non-contact based of using 2 
dimensional image matrix for PR 
measurement (Tamura, 2019). 

Susceptible to motion artifacts 
caused by movements 
(Castaneda et al., 2018)

The time and frequency domain 
signals are filtered mathematically 
and statistically to eliminate the low 
frequency of motion artifacts for 
the signals (Tamura, 2019). 

Insufficient or excessive 
contact force will influence 
the quality of the PPG signals 
(Tamura, 2019).

Correction factors have been 
proposed to compensate the contact 
force for a PPG signal but this 
factor has wide variations among 
individuals. Hence, a miniaturized 
thermo-pneumatic type force 
regulator was designed to regulate 
the contact force (Sim et al., 2018). 

Infrared light penetrates 
deeper into the skin but 
its low intensity has little 
pulsatile action (Tamura, 
2019).

Developed high-power LED and 
enabled use of green light has 
better results in a pulsatile action 
(Tamura, 2019).

Typically worn on the fingers 
because of its high signal 
amplitude can be obtained. 
However, it is not perfect 
suited for continuous sensing 
because the involvement 
of the fingers in most daily 
activities (Tamura, 2019).

Wearable PPG devices on different 
measurement site have been 
developed. Wristwatch-type PPG 
device has been developed recently 
(Tamura, 2019).  

Only one person’s reading can 
be taken at the same time

This challenge is still unsolved.
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Table 6 (continue)

Methods Advantages Challenges Solution
PPG (non-
contact)

Non-invasive, non-
contact mode for long 
distance measurements 
and possible to obtain 
multiple person’s 
HBR at the same time 
(Tamura, 2019).

Motion artifacts (Sinhal et al., 
2020)

Applied BSS method to 
remove the temporal noise 
source caused by motion 
artifacts (Deng & Kumar, 
2020). 

Ambient light illumination 
(Sinhal et al., 2020)

Recent studies also explore 
the functions of the individual 
R, G and B color channels for 
normalizing the color of the 
illumination (Deng & Kumar, 
2020).

Compressed video for faster 
processing might lose the 
information resulting in an 
inaccurate PR estimation (Sinhal 
et al., 2020)

Optimized the images before 
measuring the PR (Sinhal et 
al., 2020)

Video images are being captured 
with multiband spectrum, so it 
is challenging to identify the 
suitable spectrum for signal 
estimation (Sinhal et al., 2020)

Many contemporary studies 
focus on analysing the visible 
light spectrum (Sinhal et al., 
2020)

To obtain multiple persons’ 
readings at the same time

Apply face tracking algorithm 
for multiple person’s readings

Signal quality in leading 
inaccurate PR measurements 
(Perepelkina et al., 2020)

Apply learning-based method 
can enhance the signal quality 
(Gudi et al., 2020, Zhan et al., 
2020 and Perepelkina et al., 
2020)

Recently, other problems such as a decreased in the SNR of the PPG signals for the 
dark skin and aging skin has arisen. This is due to the fact that the number of melanocytes 
in thinner skin and wrinkles can change the optical properties of skin. Learning-based 
methods have been designed to learn which sections in the image correspond to the PR. 
This method does not require any prior knowledge and it will learn the PPG mechanism 
from scratch. Gudi et al. (2020), Zhan et al. (2020) and Perepelkina et al. (2020) are the 
recent researchers who used the learning-method of convolution neural network (CNN) 
to detect the PPG signal from video. The proposed learning-based method can not only 
accurately estimate the PR from the PPG signals but its performance can be improved by 
increasing the size of the training set for adapting to various skin conditions such as dark 
skin and ageing skin. By implementing the learning-based method, the PPG signal quality 
can be improved by avoiding making the false decision when an invalid PR is extracted from 
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the untrustworthy PPG signals. However, the disadvantage of the learning-based method 
is that it requires a large training set and significant computation time when dealing with 
complex models. Since the PPG analysis is based on a signal processing task, the use of 
a trainable system with no prior knowledge gives opportunity for efficiency improvement 
because previous studies already revealed that the PR signal is embedded in average skin 
colour changes. 

CONCLUSION

The HBR refers to the speed of the heartbeats. It is one of the most essential vital signs in 
indicating the general state of health of a person. For instance, cardiac arrhythmia is detected 
by examining the HBR. To date, there are three typical methods used for determining the 
HBR, i.e., ECG, the oscillometric method and PPG. The ECG has been termed as the gold 
standard for the HBR measurement because it directly measures the HBR from the heart. 
Although the ECG method is non-invasive and reliable, the users have to learn to operate 
the monitoring device and the placement of electrodes. Furthermore, the adhesive gel 
electrodes can cause discomfort and irritation to the skin. Hence, the oscillometric method 
has been introduced to measure the PR when the measurement of blood pressure is taken. 
Yet, the oscillometric method is not suitable for long term continuous HBR measurements. 
Among these three methods, the contact-based PPG technique is extensively applied in 
medical institutes for continuous monitoring of the PR of a patient due to its aptness. 
With references to the existing research and techniques, it has been noticed that the PPG 
method is the only technique that is excellent not only for contact based, but also the non-
contact-based method for the purpose of monitoring the PR. Even though the non-contact 
PPG method has not yet grown maturely, it has high potential to be applied in the remote 
healthcare industry. In addition, the non-contact PPG imaging method is also highly potent 
for measuring other vital physiological parameters. From this review, it clearly clarifies 
that the current trend of the measuring of the HBR has evolved from a contact-based 
method towards a non-contact-based method especially during this emerging area in video 
technology. Furthermore, the learning-based method also helps in improving the signal 
quality for a better extraction of HBR measurements. Lastly, the issues, challenges and 
solutions have also been summarised in this paper. 

ACKNOWLEDGEMENT

The authors would like to acknowledge those who contributed to make this publication 
successful. The authors also would like to acknowledge the support of Faculty of 
Engineering and Research & Innovation Management Centre, Universiti Malaysia Sabah 
under the SLB research grant, grant no. SLB0188-2019 and School of Engineering, Monash 
University Malaysia.



1727Pertanika J. Sci. & Technol. 29 (3): 1707 - 1732 (2021)

Contact and Non-contact Heart Beat Rate Measurement Techniques

REFERENCES
3M Health Care. (2002). History of Stethoscopes. 3M Health Care.

Albulbul, A. (2016). Evaluating major electrode types for idle biological signal measurements for modern 
medical technology. Bioengineering, 3(20), 1-10. https://doi.org/10.3390/bioengineering3030020

Alghatrif, M., & Lindsay, J. (2012). A brief review: History to understand fundamentals of electrocardiography. 
Journal of Community Hospital Internal Medicine Perspectives, 2, 1-5. https://doi.org/10.3402/jchimp.
v2i1.14383.

Alian, A. A., & Shelley, K. H. (2014). Photoplethysmography. Best Practice & Research Clinical 
Anaesthesiology, 28(4), 395-406. https://doi.org/10.1016/j.bpa.2014.08.006.

AliveCor Inc. (2017). Meet kardia mobile: Your personal EKG. Retrieved March 2, 2017, from https://www.
alivecor.com/. 

Aljuaid, M., Marashly, Q., AlDanaf, J., Tawhari, I., Barakat, M., Barakat, R., Zobell, B., Cho, W., Chelu, M. 
G., & Marrouche, N. F. (2020). Smartphone ECG monitoring system helps lower emergency room and 
clinic visits in post-atrial fibrillation ablation patients. Clinical Medicine Insights: Cardiology, 14, 1-7. 
https://doi.org/10.1177/1179546820901508.

Allen, J. (2007). Photoplethysmography and its application in clinical physiological measurement. Physiological 
Measurement, 28(3), 1-39. https://doi.org/10.1088/0967-3334/28/3/R01.

Ankhill, A., Tao, X., Cochrane, C., Coulon, D., & Koncar, V. (2018). Washable and reliable textile electrodes 
embedded into underwear fabric for electrocardiography (ECG) monitoring. Materials, 11(2), 1-11. 
https://doi.org/10.3390/ma11020256.

Aoyagi, T. (1992). Pulse oximetry: Its origin and development. In Proceedings of the 14th Annual International 
Conference of the IEEE Engineering in Medicine and Biology Society (pp. 2858-2859). IEEE Conference 
Publication. https://doi.org/10.1109/IEMBS.1992.5761726

Apple Inc. (2020). Monitor your heart rate with apple watch. Retrieved December 24, 2020, from https://
support.apple.com/en-my/HT204666.

Bianchi, A. M., Mendez, M. O., & Cerutti, S. (2010). Processing of signals recorded through smart devices: 
Sleep-quality assessment. IEEE Transactions on Information Technology in Biomedicine, 14(3), 741-747. 
https://doi.org/10.1109/TITB.2010.2049025.

Bowbrick, S., & Borg, A. N. (2006). ECG complete. Elsevier.

Burch, V. G., & DePasquale, J. M. (1990). Development of the contact electrode, a history of electrocardiography. 
Norman Publishing.

Castaneda, D., Esparza, A., Ghamari, M., Soltanpur, C., & Nazeran, H. (2018). A review on wearble 
photoplehtysmography sensors and their potential future applications in health care. International Journal 
of Biosensors & Bioelectronics 4(4), 195-202. https://doi.org/10.15406/ijbsbe.2018.04.00125.

Deng, Y., Kumar, A. (2020). Standoff heart rate estimation from video: A review. In Mobile Multimedia/Image 
Processing, Security, and Applications 2020 (Vol. 11399, p. 1139906). International Society for Optics 
and Photonics.https://doi.org/10.1117/12.2560683.



1728 Pertanika J. Sci. & Technol. 29 (3): 1707 - 1732 (2021)

Wei Leong Khong, Muralindran Mariappan and Chee Siang Chong

Desteghe, L., Raymaekers, Z., Lutin, M., Vijgen, J., Dilling-Boer, D., Koopman, P., Schurmans, J., 
Vanduynhoven, P., Dendale, P.,  & Heidbuchel, H. (2017). Performance of handheld electrocardiogram 
devices to detect atrial fibrillation in a cardiology and geriatric ward setting. Europace, 19, 29-39. https://
doi.org/10.1093/europace/euw025.

Drzewiecki, G. (2003). Noninvasive arterial blood pressure and mechanics. In J. D. Bronzino (Ed.), Clinical 
engineering: Principles and applications in engneering series (pp. 15-16). CRC Press.

Fisch, C. (2000). Centennial of the string galcanometer and the electrocardiogram. Journal of the American 
College of Cardiology, 36(6), 1737-1745. https://doi.org/10.1016/S0735-1097(00)00976-1.

Fleming, P. R. (1997). The beginnings of clinical science: 1860-1900. In A short history of cardiology (pp. 
106-127). Brill Rodopi.

Forouzanfar, M., Dajani, H. R., Groza, V. Z., Bolic, M., Rajan, S., & Batkin, I. (2015). Oscillometric blood 
pressure estimation: Past, present, and future. IEEE Reviews in Biomedical Engineering, 8, 44-63. https://
doi.org/10.1109/RBME.2015.2434215.

Fye, W. B. (1994). A history of the origin, evolution, and impact of electrocardiography. The American Journal 
of Cardiology, 73(13), 937-949. https://doi.org/10.1016/0002-9149(94)90135-x.

Gargiulo, G. D. (2015). True unipolar ECG machine for Wilson central terminal measurements. BioMed 
Research International, 2015, 1-7. https://doi.org/10.1155/2015/586397.

Gastel, M. V., Stuijk, S., & de Haan, G. (2016). New principle for measuring arterial blood oxygenation, enabling 
motion-robust remote monitoring. Scientific Reports, 6(38609), 1-16. https://doi.org/10.1038/srep38609.

Geddes, L. A. (1991). Handbook of blood presure measurement. Springer Science.

Geddes, L. A., & Wald, A. (2000). Retrospectroscope: Horatio B Williams and the first electrocardiographs 
made in the United States. IEEE Engineering in Medicine and Biology, 19(5), 117-121. https://doi.
org/10.1109/51.870240.

Ghasemzadeh, N., & Zafari, A. M. (2011). A brief journey into the history of the arterial pulse. Cardiology 
Research and Practice, 2011, 1-15. https://doi.org/10.4061/2011/164832.

Gudi, A., Bittner, M., & Gemert, J. (2020). Real-time webcam heart-rate and variability estimation with clean 
ground truth for evaluation. Applied Sciences, 10, 1-24. https://doi.org/10.3390/app10238630.

Hashem, M. M. A., Shams, R., Kader, M. A., & Sayed, M. A. (2010). Design and development of a heart 
rate measuring device using fingertip. In Proceedings of the International Conference on Computer 
and Communication Engineering (pp. 1-5). IEEE Conference Publication. https://doi.org/10.1109/
ICCCE.2010.5556841

Hu, S., Zheng, J., Chouliaras, V., & Summers, R. (2008). Feasibility of imaging photoplethysmography. In 
Proceedings of the International Conference on BioMedial Engineering and Informatics (pp. 72-75). 
IEEE Conference Publication. https://doi.org/10.1109/BMEI.2008.365

Kapse, C. D., & Patil, B. R. (2013). Auscultatory and oscillometric methods of blood pressure measurement: 
A Survey. International Journal of Engneering Research and Applications, 3(2), 528-533.



1729Pertanika J. Sci. & Technol. 29 (3): 1707 - 1732 (2021)

Contact and Non-contact Heart Beat Rate Measurement Techniques

Karaoguz, M. R., Yurtseven, E., Aslan, G., Deliormanli, B. G., Adiguzel, O., Gonen, M., Li, K. M., & Yilmza, 
E. N. (2019). The quality of ECG data acquisition, and diagnostic performance of a novel adhesive patch 
for ambulatory cardiac rhythm monitoring in arrhythmia detection. Electrocardiology, 54, 28-35. https://
doi.org/10.1016/j/jelectrocard.2019.02.012.

Kastor, J. A. (2002). Encyclopedia of life sciences. Macmillan Publishers Ltd, Nature Publishing Group.

Katz, L. N., & Hellerstein, H. K. (1982). Circulation of the blood: Men and Ideas. Springer.

Kebe, M., Gadhafi, R., Mohammad, B., Sanduleanu, M., Saleh, H., & Al-Qutayri, M. (2020). Human vital 
signs detection methods and potential using radars: A review. Sensors, 20(5), 1-38. https://doi.org/10.3390/
s20051454.

Kher, R., & Vidyanagar, V. (2019). Signal processing techniques for removing noise from ECG signals. Journal 
of Biomedical Engineering and Research, 3(101), 1-7. https://doi.org/10.17303/jber.2019.3.101.

Khong, W. L., & Mariappan, M. (2019). The evolution of heart beat rate measurement techniques from contact 
based photoplethysmography to non-contact based photoplethysmography imaging. In Proceedings of 
IEEE International Circuits and Systems Symposium (pp. 1-4). IEEE Conference Publication. https://doi.
org/10.1109/ICSyS47076.2019.8982534

Khong, W. L., Rao, N. S. V. K., & Mariappan, M. (2017). Blood pressure measurements using non-
contact video imaging techniques. In Proceedings of the 2nd International Conference on Automatic 
Control and Intelligent Systems (pp. 35-40). IEEE Conference Publication. https://doi.org/10.1109/
I2CACIS.2017.8239029

Khong, W. L., Rao, N. S. V. K., Mariappan, M., & Nadarajan, M. (2016). Analysis of heart beat rate through 
video imaging techniques. Journal of Telecommunication, Electronic and Computer Engineering, 8(11), 
69-74.

Krikler, D. M. (1983). Wolff-Parkinson-White syndrome: Long follow-up and an anglo-american historical 
note. Journal of the American College of Cardiology, 2(6), 1216-1218. https://doi.org/10.1016/S0735-
1097(83)80353-2.

Kwon, S., Kim, H., & Park, K. S. (2012). Validation of heart rate extraction using video imaging on a built-in 
camera system of a smartphone. In Proceedings of 34th Annual International Conference of the IEEE 
EMBS (pp. 2174-2177). IEEE Conference Publication. https://doi.org/10.1109/EMBC.2012.6346392

Laurent, C., Jonsson, B., Vegfors, M., & Lindberg, L. G. (2005). Non-invasive measurement of systolic blood 
pressure on the arm utilising photoplethysmography: Development of the methodology. Medical & 
Biological Engineering & Computing, 43, 131-135. https://doi.org/10.1007/BF02345134.

Lemay, M., Bertschi, M., Sola, J., Renevey, P., Parak, J., & Korhonen, I. (2014). Wearable sensors: 
Fundamentals, implementation and applications. Elsevier Inc.

Leng, S., Tan, R. S., Chai, K. T. C., Wang, C., Ghista, D., & Zhong, L. (2015). The electronic stethoscope. 
BioMedical Engineering OnLine, 14(66), 1-37. https://doi.org/10.1186/s12938-015-0056-y.

Lewandowska, M., Ruminski, J., Kocejko, T., & Nowak, J. (2011). Measuring pulse rate with a webcam – 
A non-contact method for evaluating cardiac activity. In Proceedings of the Federated Conference on 
Computer Science and Information Systems (pp. 405-410). IEEE Conference Publication. 



1730 Pertanika J. Sci. & Technol. 29 (3): 1707 - 1732 (2021)

Wei Leong Khong, Muralindran Mariappan and Chee Siang Chong

Macwan, R., Benezeth, Y., & Mansouri, A, (2018). Remote photoplethysmography with constrained ICA 
using periodicity and chrominance constraints. BioMedical Engineering Online, 17(22), 1-22. https://
doi.org/10.1186/s12938-018-0450-3.

Madihally, S. V. (2010). Principles of biomedical engineering. Artect House.

Mahgoub, M. T. A., Khalifa, O. O., Sidek, K. A., & Khan, S. (2015). Health monitoring system using 
pulse oximeter with remote alert. In Proceedings of International Conference on Computing, Control, 
Networking, Electronics and Embedded Systems Engineering (pp. 357-361). IEEE Conference Publication. 
https://doi.org/10.1109/ICCNEEE.2015.7381391

Man-Son-Hing, C. T. (1968). The diagnosis of treatable cerebrovascular disease. Canadian Family Physician, 
14(9), 23-25.

Mohaddes, F., da Silva, R. L., Akbulut, F. P., Zhou, Y., Tanneeru, A., Lobaton, E., Lee B., & Misra, V. (2020). 
A pipeline for adaptive filtering and transformation of noisy left-arm ECG to its surrogate chest signal. 
Electronics, 9(866), 1-17. https://doi.org/10.3390/electronics9050866.

Nonin Medical Inc. (2014). A global leader in noninvasive medical monitoring innovations. Nonin Medical Inc. 

Ohmeda. (1986). Ohmeda biox 3700 pulse oximeter operating / Maintenance manual. BOC Health Care.

Parati, G., Stergiou, G. S.,  Asmar, R., Bilo, G., de Leeuw, P., Imai, Y., Kario, K., Lurbe, E., Manolis, A., 
Mengden, T., O’Brien, E., Ohkubo, T., Padfield, P., Palatini, P., Pickering, T., Redon, J., Revera, M., 
Ruilope, L. M., Shennan, A., … & Mancia, G. (2008). European society of hypertension guidelines for 
blood pressure monitoring at home: A summary report of the second international consensus conference 
on home blood pressure monitoring. Journal of Hypertension, 26(8), 1505-1526. https://doi.org/10.1097/
HJH.0b013e328308da66.

Perepelkina, O., Artemyev, M., Churikova, M. & Grinenko, M. (2020). HeartTrack: Convolution neural network 
for remote video-based heart rate monitoring. In IEEE/CVF Conference on Computer Vision and Pattern 
Recognition Workshops (pp. 1163-1171). IEEE Conference Publication.

Poh, M. Z., McDuff, D. J., & Picard, R. W. (2010). Non-contact, automated cardiac pulse measurement using 
video imaging and blind source separation. Optics Express, 18(10), 10762-10774. https://doi.org/10.1364/
OE.18.010762.

Roguin, A. (2006). Rene theophile hyacinthe laennec (1781-1826): The man behind the stethoscope. Clinical 
Medicine & Research, 4(3), 230-235. https://doi.org/10.3121/cmr.4.3.230.

Serhani, M. A., Kassabi, H. T. E., Ismail, H., & Navaz, A. N. (2020). ECG monitoring systems: Review, 
architecture, processes, and key challenges. Sensors, 20(1796), 1-40. https://doi.org/10.3390/s20061796.

Severinghaus, J. W. (2007). Takuo aoyagi: Discovery of pulse oximetry. International Anesthesia & Analgesia, 
105(6), 1-4. https://doi.org/10.1213/01.ane.0000269514.31660.09.

Severinghaus, J. W. (2014). The wondrous story of anesthesia. Springer.

Shcherbina, A., Mattsson, C. M., Waggott, D., Salisbury, H., Christle, J. W., Hastie, T., Wheeler, M. T., & Ashley, 
E. A. (2017). Accuracy in wrist-worn, sensor-based measurements of heart rate and energy expenditure 
in a diverse cohort. Journal of Personalized Medicine, 7(3), 1-12. https://doi.org/10.3390/jpm7020003.



1731Pertanika J. Sci. & Technol. 29 (3): 1707 - 1732 (2021)

Contact and Non-contact Heart Beat Rate Measurement Techniques

Sim, J. K., Ahn, B., & Doh, I. (2018). A contact-force regulated photoplethysmography (PPG) platform. AIP 
Advances, 8, 1-7. https://doi.org/10.1063/1.5020914.

Sinagra, D., & Dip, F. (2015). Technological advances in surgery, trauma, and critical care. Springer.

Sinhal, R., Singh, K., Raghuwanshi, M. M. (2020). Computer vision and machine intelligence in medical image 
analysis, advances in intelligent systems and computing. Springer Nature Singapore Pte Ltd. 

Srinivasan, N. T., & Schilling, R. J. (2018). Sudden cardiac death and arrhythmias. Arrhythmia & 
Electrophysiology Review, 7(2), 111-117. https://doi.org/10.15420/aer.2018:15:2.

Sukaphat, S., Nanthachaiporn, S., Upphaccha, K., & Tantipatrakul, P. (2016). Heart rate measurement on android 
platform. In Proceedings of the 13th International Conference on Electrical Engineering/Electronics, 
Computer, Telecommunications and Information Technology (pp. 1-5). IEEE Conference Publication.

Takano, C., & Ohta, Y. (2007). Heart rate measurement based on a time-lapse image. Medical Engneering & 
Physics, 29(8), 853-857. https://doi.org/10.1016/j.medengphy.2006.09.006.

Tamura, T. (2019). Current progress of photoplethysmography and SPO2 for health monitoring. Biomedical 
Engineering Letters, 9, 21-36. https://doi.org/10.1007/s13534-019-00097-w.

Tarassenko, L., Vilarroel, M., Guazzi, A., Jorge, J., Clifton, D. A., & Pugh, C. (2014). Non-contact video-based 
vital sign monitoring using ambient light and auto-regressive models. Physiological Measurement, 35(5), 
807-831. https://doi.org/10.1088/0967-3334/35/5/807.

Tjahjadi, H., Ramli, K., & Murfi, H. (2020). Noninvasive classification of blood pressure based on 
photoplethysmography signals using bidirectional long short-term memory and time-frequency analysis. 
IEEE Engineering in Medicine and Biology Society Section, 8, 20735-20748. https://doi.org/10.1109/
ACCESS.2020.2968967.

UW Health. (2016). Holter monitoring: A guide to help you get ready. University of Wisconsin-Madison.

van der Kooji, K. M., & Naber, M. (2019). An open-source remote heart rate imaging method with practical 
apparatus and algorithms. Behavior Research Methods, 51, 2106-2119. https://doi.org/10.3758/s13428-
019-01256-8.

Verkruysse, W., Svaasand, L. O., & Nelson, J. S. (2008). Remote plethysmographic imaging using ambient 
light. Optics Express, 16(26), 21434-21445. https://doi.org/10.1364/oe.16.021434.

Yamakoshi, T., Matsumura, K., Rolfe, P., Hanaki, S., Ikarashi, A., Lee, J., & Yamakoshi, K. I. (2014). Potential 
for health screening using long-term cardiovascular parameters measured by finger volume-oscillometry: 
Pilot comparative evaluation in regular and sleep-deprived activities. IEEE Journal of Biomedical and 
Health Informatics, 18(1), 28-35. https://doi.org/10.1109/JBHI.2013.2274460.

Yang, X. L., Liu, G. Z., Tong, Y. H., Yan, H., Xu, Z., Chen, Q., Liu, X., Zhang, H. H., Wang, H. B., & Tan, S. 
H. (2015). The history, hotspot, and trends of electrocardiogram. Journal of Geriatric Cardiology, 12(4), 
448-456. https://doi.org/10.11909/j.issn.1671-5411.2015.04.018.

Zhan, Q., Wang, W., & de Haan, G. (2020). Analysis of CNN-based remote-PPG to understand limitations and 
sensitives. Biomedical Optics Express, 11(3), 1268-1283. https://doi.org/10.1364/BOE.382637.



1732 Pertanika J. Sci. & Technol. 29 (3): 1707 - 1732 (2021)

Wei Leong Khong, Muralindran Mariappan and Chee Siang Chong

Zhang, Z. (2015). Photoplethysmography-based heart rate monitoring in physical activities via joint sparse 
spectrum reconstruction. IEEE Transactions on Biomedical Engineering, 62(8), 1902-1910. https://doi.
org/10.1109/TBME.2015.2406332.

Zhao, F., Li, M., Qian, Y., & Tsein, J. Z. (2013). Remote measurements of heart and respiration rates for 
telemedicine. PLoS ONE, 8(10), 1-14. https://doi.org/10.1371/journal.pone.0071384.

Zhao, Y. (2016). An improved method for blind source separation. In Proceedings of the International 
Conference on Applied Mechanics, Electronics and Mechatronic Engineering (pp. 1-5). DEStech 
Publications, Inc. https://doi.org/10.12783/dtetr/ameme2016/5786

Zheng, J., & Hu, S. (2007). The preliminary investigation of imaging photoplethysmographic system. Journal 
of Physics: Conference Series,  85, 1-4. https://doi.org/10.1088/1742-6596/85/1/012031.



Pertanika J. Sci. & Technol. 29 (3): 1733 - 1749 (2021)

ISSN: 0128-7680
e-ISSN: 2231-8526

Journal homepage: http://www.pertanika.upm.edu.my/

© Universiti Putra Malaysia Press

SCIENCE & TECHNOLOGY

Article history:
Received: 07 December 2020
Accepted: 01 April 2021
Published: 19 July 2021

ARTICLE INFO

DOI: https://doi.org/10.47836/pjst.29.3.07

E-mail addresses:
nagadivya.guduru@gmail.com (Guduru Naga Divya) 
rao.sk9@gmail.com (Sanagapallea Koteswara Rao) 
* Corresponding author

Application of Cubature Information Filter for Underwater 
Target Path Estimation

Guduru Naga Divya* and Sanagapallea Koteswara Rao
Department of Electronics and Communication Engineering, Koneru Lakshmaiah Education Foundation, 
Vaddeswaram, Guntur, AP, India

ABSTRACT

Bearings-only tracking plays a pivotal role in passive underwater surveillance. Using noisy 
sonar bearing measurements, the target motion parameters (TMP) are extensively estimated 
using the extended Kalman filter (EKF) because of its simplicity and low computational 
load. The EKF utilizes the first order approximation of the nonlinear system in estimation 
of the TMP that degrades the accuracy of estimation due to the elimination of the higher 
order terms. In this paper, the cubature Kalman filter (CKF) that captures the system 
nonlinearity upto third order is proposed to estimate the TMP. The CKF is further extended 
using the information filter (IF) to provide decentralized data fusion, hence the filter is 
termed as cubature information filter (CIF). The results are generated using Matlab with 
Gaussian assumption of noise in measurements. Monte-Carlo simulation is done and the 
results demonstrate that the CIF accuracy is same as that of UKF and this indicates the 
usefulness of the algorithm for state estimation in underwater with the required accuracy.

Keywords: Bearings-only tracking, cubature Kalman filter, information filter, state estimation, stochastic 
signal processing 

INTRODUCTION

Surveillance is the most significant feature of maritime warfare. The observer submarine 
is in waters doing their surveillance job. The observer moves at low speeds such that it 

does not radiate much noise during tracking 
of the target. Passive target tracking is the 
calculation of target’s trajectory merely from 
measurements of signals emerging from the 
target. These signals could be machinery 
noise from a target and its detection is 
usually indicated by an increase in energy 
above the ambient at certain bearing.  Passive 
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mode helps the observer from not being tracked by the target ship. Observer equipped 
with hull mounted sonar can pick up the radiated noise of target and can generate bearing 
measurement of the target. This process is called ‘bearings-only target tracking’(BOT). 

In BOT process, only one type of measurement namely bearing measurements are 
available and there are two components of range that is in x and y directions, speed and 
course to be estimated. Hence the process becomes unobservable for most scenarios. 
So, observer has to carry out maneuver, for observability of the process and to estimate 
target motion parameters (TMP) (Koteswararao, 2018). Often observer has to carry out 
number of S-maneuvers to obtain the estimated TMP with the desired accuracy, whenever 
measurements are corrupted with high noise.

Tracking process in underwater environment contains dynamic perturbations like time 
to time change in the environment, velocity of the vehicle, self-noise of the observer and 
so on. These disturbances or noises that are internal or external to the observer affect the 
performance of hull mounted array of the sonar and other transducers generating the target 
and observer measurements. In other words, the target bearing generated is inaccurate 
and corrupted with noise. The observer contains gyro and log generate observer course 
and speed respectively. These measurements are also contaminated with noise. However, 
smoothing of these course and speed measurements is trivial and so this is not covered in 
this research manuscript.

From the available noisy information, obtaining the information of target regarding 
its velocity and range with respect to the observer is called target motion analysis (TMA) 
and in passive listening mode is most popularly called ‘Bearings-only target tracking 
(BOT)’. This is an active research since decades and researchers are trying to a) improve 
the accuracy in estimated solution using various signal processing algorithms b) generate 
less complex, easy to implement, less convergence time procedures and so on.

The classical estimator with respect to nonlinear processes is extended Kalman filter 
(EKF). However, EKF is unreliable for BOT, as in-depth knowledge regarding plant 
noise and Jacobian of measurement dynamic process are not sufficient. Recently proposed 
unscented Kalman filter (UKF) (Wan & Van Der Merwe, 2000) and cubature Kalman 
filter (CKF) (Arasaratnam & Haykin, 2009; Ding & Balaji, 2012) are Jacobian-free filters 
available to nullify the disadvantages of the EKF. 

 CKF is the recently developed nonlinear filtering algorithm based on spherical radial 
cubature rule. CKF has strong mathematical basis in the selection of cubature points and 
numerical stability than UKF. The computational load using CKF is relatively lower as it 
uses only 2*L1(L1is the dimension of the system) cubature points and UKF uses 2* L1+1 
sigma points to propagate the state and covariance. When the dimension of the nonlinear 
system is greater than 3, there is a chance that the chosen sigma points may be negative 
which render the negative covariance matrix definite whereas cubature points in CKF are 
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positive indicating the positive definiteness of the covariance matrix. Hence CKF algorithm 
is considered for this BOT application. Its extension, cubature information filter (CIF) 
(Pakki et al., 2011; Arasaratnam & Chandra, 2015; Jiang & Cai, 2018) is used such that 
it is suitable for nonlinear process and at the same time for the implementation of data 
available from multiple sensors. (In future if measurements are available from passive 
sonar, periscope, and active radar/sonar, CIF is very much useful for multi sensor data 
fusion configuration.)  	

Kalman filter processes all the sensors measurements’ centrally to obtain the solution 
thereby incurring high computational load on the digital computer. Therefore, the 
information filter is proposed, as it can be extended straight to design multi-sensor fusion 
algorithms and the computations are also simple than the conventional Kalman filter. Also 
the initialization of information filter (IF) is simple as it is independent of the system priori 
state. While determining the inverse of a high dimension augmented matrix, the digital 
computer may fail which is a big drawback of centralized fusion. The data fusion algorithms 
can be implemented efficiently in a decentralized way using IF.	 In comparison to the 
traditional centralized data fusion algorithms, the decentralized structure is more powerful 
and efficient in terms of computation and communication (Mutambara, 1998).

In information filter (IF), information state vector and information matrix play an 
important role. The inverse of the covariance matrix is named as information matrix (IM). 
The information state vector (ISV) is the product of the IM and the target state vector. 
In EKF, the target state vector and its covariance matrix are propagated in time domain 
recursive processing. In IF, the concept of EKF’s recursive propagation is applied to IM 
and ISV which is termed as extended information filter (EIF). EIF is combined with CKF 
algorithm, named as cubature information filter (CIF) is applied to BOT and the same can 
be applied in future for multi-sensor applications.  The details about CIF are given next 
section.

Mathematical modeling, design and implementation in Matlab of CIF are carried out 
as per the requirements of BOT. Initialization of state vector and its covariance matrix 
are chosen such that the algorithm works for all scenarios. Simulator is developed to feed 
various tactical scenarios. Simulator also generate the true TMP and observer position. 
Performance of the algorithm is evaluated against several scenarios in Monte-Carlo 
simulation. Acceptance criterion is chosen based on some particular weapon guidance 
and accordingly the convergence of the solution is calculated. The results for one typical 
scenario is presented.

The aim of this research work is to estimate TMP like range, course, speed and 
smoothed bearing as early as possible in sea environment. Once target path is estimated, the 
weapon can be released on to the target. The measurements are assumed to be available from 
observer’s hull mounted sonar.  The block diagram of TMP is shown in Figure 1. Further, 
TMP is used to calculate weapon pre-set parameters for releasing weapon on to a target.
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MATHEMATICAL MODELLING

Target State Equation

In BOT, the target-observer scenario is modelled mathematically based on following 
assumptions. Initially, the observer is located at (0,0) and the target is located at position 
P at some range as shown in Figure 2. 

Figure 1. Block diagram of target motion parameters

Figure 2. Target and Observer movements

The observer and target are assumed to be heading with constant course and speed. The 
target’s relative state vector (Xs ) in Cartesian coordinates w.r.t. observer at input sample 
( ) is represented as Equation 1.

				    [1]

Where , ,  ,  are the components of speed and range in x and y 
coordinates respectively at input sample number . The subsequent instant relative state 
vector based on the current instant ( ) is given by Equation 2.    
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[4]

[			   [2]

Where  is matrix representing the system dynamics given as Equation 3. 

[4]

						      [3]

Where ‘t’ represents the interval at which samples are obtained.  is the system noise 
that is assumed to obey Gaussian distribution having mean=0 and covariance Q. The system 
noise gain matrix (Ng) is given in matrix form as Equation 4.

[4]							       [4]

The system noise covariance (Q) is given in matrix form as Equation 5.

[4]

					     [5]

Where 

[4]

 is system noise variance.

Measurement Equation

The measured bearing angle bm is given by Equation 6.

[6]

[7]

[8]

						      [6]

The measurement model equation (Z) at sample 

[6]

[7]

[8]

  is specified by Equation 7. 

[6]

[7]

[8]

					     [7]

Where H is the matrix representation of the relationship between XS and Z. The 

[6]

[7]

[8]

 is 
the noise of the measurement. Here the assumption is that the measurement noise follows 
Gaussian/uniform distribution, with variance 

[6]

[7]

[8]

.
The measurement vector 

[6]

[7]

[8] is given by Equation 8.

[6]

[7]

[8]								        [8]
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This tracking problem, the aim is to estimate the state vector 

[6]

[7]

[8]

, from a set of 
measurements 

[6]

[7]

[8]

. 

Cubature Kalman Filter Algorithm

For many practical applications, the use of EKF is not the best option, as it works well 
only in a ‘mild’ nonlinear environment and can therefore degrade efficiency. The CKF 
is the nearest known Bayesian approximation to the nonlinear system with the Gaussian 
assumption. CKF doesn’t require Jacobian evaluation making it attractive for state 
estimation. The steps in CKF are organized in two sections i.e. prediction and updation 
as given below.

Prediction

1.	 The sigma points are calculated using Equation 9.

	

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

			   [9]

	 Where 

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

 and 

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

 is the mean and covariance at input sample number 

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

 
and 

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

 is the dimension of the system. The unit sigma points 

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

 are defined as 
Equation 10.

	 [10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

				    [10]

	 where 

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

 denotes a unit vector in the direction of the coordinate axis i.
2.	 The sigma points are propagated through the dynamic model as in Equation 11.

	

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

			   [11]

3.	 The predicted mean 

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

 and the predicted covariance 

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

 
are calculated using Equations 12 and 13.

	

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

				    [12]

	

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

 

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

	                              

[10]

.

[12]

      𝑃(𝛤𝑠𝑡 + 1,𝛤𝑠𝑡)

				    [13] 



1739Pertanika J. Sci. & Technol. 29 (3): 1733 - 1749 (2021)

Application of CIF for Underwater Target Path Estimation

Updation

1.	 The sigma points are formed as Equation 14.

	 [14]

[15]

	 [14]

	 Where the unit sigma points are defined as in Equation 9.
2.	 Sigma points are propagated through the measurements model as Equation 15.     

	

[14]

[15]			   [15]

3.	 The predicted mean 

[14]

[15]

, the predicted covariance of the measurement  

[14]

[15]

, and the cross-covariance of the state and the measurement 

[14]

[15]

    are calculated using Equation 16-18. 

	 [16]

[17]

[18]

					     [16]

	

[16]

[17]

[18]

	
										          [17]

	

[16]

[17]

[18]	
										          [18]

4.	 The filter gain 

[19]

[20]

[21] 

 and the filtered state mean 

[19]

[20]

[21] 

 and covariance  

[19]

[20]

[21] 

 are calculated using Equations 19-21. 

[19]

[20]

[21] 

				    [19]
[19]

[20]

[21] 

		  [20]

[19]

[20]

[21] 		  [21]

Information Filter

The mathematical modeling of the information filter is given as follows and the detailed 
explanation for the filter is given in (Pakki et al., 2011).

The information state vector is represented by IXs , at time index 

[19]

[20]

[21] 

 is given by 
Equation 22.

				    [22]
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Where IM is given as Equation 23.

					     [23]

By substituting the covariance from EIF (Pakki et al., 2011), Equation 22 is given as 
Equation 24.

		  [24]

where  is predicted covariance matrix 
 is covariance of plant noise
 is transition matrix

The updated information state vector, , and the updated information 
matrix, , are given by Equations 25 and 26.

				    [25]

				    [26]

Where (Equations 27 and 28)

              		 [27]

	
										          [28]

Where the measurement residual, , is given by Equation 29.

							       [29]

Cubature Information Filter

The updated state vector and the updated information matrix obtained from Equations 25 
and 26 are used to update the state and covariance obtained from Equations 16-18. Hence 
the state and covariance using CIF are obtained as follows.

The updated state vector and covariance matrix can are given by Equations 30 and 31.

		  [30]

					     [31]
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The performance of the CIF is compared with the standard filter unscented Kalman 
Filter (UKF). For the detailed mathematical modeling of UKF refer (Wan & Van Der 
Merwe, 2000).

RESULTS AND DISCUSSION

In target tracking process, there appear two types of perturbations. The first type is self-
noise of the observer and the environment. The second type is the difference between the 
process understood in mathematical modelling of the target’s state and the real system 
dynamics. The source of error for the second type appears due to half knowledge about 
system nonlinearities and order of the models, plant noise variations due to environment 
and so on. For example, general assumption is that the target moves at constant velocity, 
with the disturbances in velocity considered as white noise having very small variance. It 
may not be true always in all circumstances, due to change in sea environment.  

In general, in any modern sonar system, sophisticated hardware with state of art signal 
processing is used to reduce self-noise. During normal sea state conditions, number of 
field trials will be carried out to find out self-noise and environmental noise. The same will 
be used as the input measurement covariance matrix. All raw bearing measurements are 
corrupted by additive zero-mean Gaussian noise. Here bearing measurements are considered 
with respect to Y-axis, 0o-360o and clockwise positive. The measurement interval is 1s i.e., 
at every second bearing measurement is available and the number of measurement samples 
taken for simulation is 800 samples. As the measurements are available at every second, 
the simulation time is taken as 800s.  Also Monte- Carlo simulation is carried out to give 
the confidence of the CIF algorithm. The performance of the CIF algorithm with bearing 
measurements is evaluated for several geometries. Acceptance criteria gives the acceptable 
level of errors in estimated values. Only bearing measurement gives the information about 
the target and this bearing is corrupted with noise due to underwater environment. Hence 
the errors in the estimated parameters are only reduced using the filtering algorithms but 
cannot be removed 100%. So there is necessity to know how much error can be accepted 
in the estimate. This acceptable level of errors in estimates is called acceptance criterion. 
The acceptable level of errors in the estimated parameters is 3σ for single run and 1σ for 
100 Monte-Carlo runs. Based on particular weapon guidance algorithm the acceptable 
errors are chosen in an estimated range, course and speed as less than or equal to 10% of 
true range, 5° and 1 m/s respectively for single run (3σ) and 3.33% of true range, 1.67o 
and 0.33 m/s respectively for 100 Monte-Carlo runs (1σ). 

Initialization of State Vector

The following assumptions are made to estimate the target state vector initially as follows. 
There is no knowledge about the range measurement, the velocity components are initialized 
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as 5 m/s. Based on the Sonar range of the day the initial range is taken as 5000m. Hence 
the initial target state vector 

where  

 is taken as Equation 32.	

where  

		  	 [32]

Initialization of Covariance Matrix

Assuming the initial state vector follows uniform density function, the initial covariance 
matrix P(0,0)  which is a diagonal matrix. These elements are given by Equation 33.

where  				    [33]

Performance Evaluation of the Algorithm

The measurement is assumed to be available at each second. The turning rate of  the 
observer in underwater is 0.5deg/s. The target is moving at constant velocity. The simulation 
study is done using Matlab on a personal computer. For making the process observable 
and thereafter to obtain TMA (i.e., range, course and speed of the target), in general, 
the observer carries out S-maneuver preferably on the line of sight in azimuth plane. 
Change in vehicle’s course or speed or both is called maneuver. Here course maneuver is 
implemented as speed maneuver is not recommended due to tactics limitations. In general, 
one maneuver by observer attains observability of the process and is sufficient to generate 
solution with required accuracy, in normal sea state conditions. The algorithm is evaluated 
against numbers of scenarios. The scenarios chosen for the algorithm evaluation are 
tabulated Table 1. In Table 1, the scenarios are chosen in such a way to suit the real time 
environment. The initial range is chosen based on the Sonar range of the day. The detectable 
range of passive sonar vary from few meters to 10km depending on many parameters 
like ambient (background) noise and self-noise which is termed as Sonar range of the 
day. Also the homing range of the sophisticated torpedo is 3000m. So, keeping in mind 
these points the initial range of the target is moderately assumed to be around 4500m. The 
observer velocity is chosen so that there is less self-noise. Generally, a submarine is used 
for surveillance in underwater. The submarine can go at a maximum speed of 20knots (18 
m/s). However, this will increase the self-noise very much. Tracking the target in passive 
mode is considered so that the observer is safe from being tracked by the target. There is 
necessity that the observer should move at lower speeds to reduce the self-noise. So the 
observer speed is initialized as 5 m/s. This also helps to get the observability of the target. 
The target course is taken such that the target is heading towards the bow of the observer. 
Initial bearing is taken such that the target is always heading towards bow of the observer 
and also for simplicity purpose all the initial bearing angles are taken such that they fall in 
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first quadrant. The standard deviation (S.D) of noise in the bearing measurement is taken 
as 0.17o i.e. the maximum error in the measurement is 0.5o.

Table 1
Scenarios chosen for evaluation

S. no. Target range 
(m)

Observer 
speed (m/s)

Target speed 
(m/s)

Target course 
(deg)

Target bearing 
(deg)

S.D of noise in 
bearing (deg)

1 4500 9 11 165 20 0.17
2 5000 7 10 160 20 0.17
3 5000 7 10 170 20 0.17
4 4000 8 12 135 30 0.17
5 4500 9 11 160 40 0.17
6 5000 7 10 145 20 0.17

Note. S.D- standard deviation 

For detailed discussion, let us consider scenario 5 in Table 1. A target ship is moving 
at 11m/s at a course of 160o, making an initial bearing angle of 40o with the observer. The 
initial range between the target and observer is 4500m. The observer moves at a speed of 
9m/s. The bearing measurements are corrupted with white Gaussian noise whose standard 
deviations (S.D) are 0.17o. As per the acceptance criteria, the convergence times for single 
run and Monte-Carlo simulation using CIF and UKF for the scenarios of Table 1 are 
tabulated in Tables 2 and 3, respectively.  

As per the acceptance criteria considered for single run, estimated range is said to be 
converged when the error in the range estimate is less than or equal to 10% of true range 
and never diverges thereafter in the period of simulation and the same procedure is followed 
for course and speed. So in the period of 800s simulation time using CIF, the range estimate 
error is less than or equal to 10% of true range at 247s first time and converged thereafter 
without any divergence. Similarly, the course estimate error is less than or equal to 5o at 327s 
first time and converged thereafter without any divergence and speed estimate error is less 
than or equal to 1 m/s at 304s first time and converged thereafter without any divergence. 
It means that the total solution is said to be converged at 327 seconds. Similarly using 
UKF, the range estimate error is less than or equal to 10% of true range at 196s first time 
and converged thereafter without any divergence. Similarly, the course estimate error is 
less than or equal to 5o at 328s first time and converged thereafter without any divergence 
and speed estimate error is less than or equal to 1 m/s at 307s first time and converged 
thereafter without any divergence. It means that the total solution is said to be converged 
at 328 seconds.

As per the acceptance criteria considered for single run, the estimated range is said to 
be converged when the error in the range estimate is less than or equal to 3.33% of true 
range and never diverges thereafter in the period of simulation and the same procedure 
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is followed for course and speed. So in the period of 800s simulation time using CIF, the 
range estimate error is less than or equal to 3.33% of true range at 267s first time and 
converged thereafter without any divergence. Similarly, the course estimate error is less 
than or equal to 1.67o at 351s first time and converged thereafter without any divergence 
and speed estimate error is less than or equal to 0.33 m/s at 344s first time and converged 
thereafter without any divergence. It means that the total solution is said to be converged at 
351 seconds. Similarly, using UKF, the range estimate error is less than or equal to 3.33% 
of true range at 261s first time and converged thereafter without any divergence. Similarly, 
the course estimate error is less than or equal to 1.67o at 369s first time and converged 
thereafter without any divergence and speed estimate error is less than or equal to 0.33 
m/s at 363s first time and converged thereafter without any divergence. It means that the 
total solution is said to be converged at 369 seconds.

Scenarios 1,4 and 5 converged faster using CIF (consider total convergence times 
from Monte-Carlo simulation) at 333, 375 and 351 seconds respectively whereas using 
UKF the same scenarios converged at 354, 439 and 369 seconds respectively. Similarly, 

Table 2
Convergence time in seconds of the chosen scenarios for single run

S.no Convergence time in seconds for single run
CIF UKF

R S C CT R S C CT
1 326 308 262 326 341 266 264 341
2 302 351 352 352 217 227 226 227
3 340 361 355 361 278 235 159 278
4 198 149 216 216 198 149 216 216
5 247 304 327 327 196 307 328 328
6 236 353 370 370 191 176 226 226

Note. R, Range; S, Speed; C, Course; CT, Convergence Time

Table 3
Convergence time in seconds of the chosen scenarios for 100 runs

S.no Convergence time in seconds for 100 runs
CIF UKF

R S C CT R S C CT
1 333 331 327 333 354 314 334 354
2 324 375 372 375 256 315 278 315
3 358 384 375 384 294 311 200 311
4 306 349 374 374 407 431 439 439
5 267 344 351 351 261 363 369 369
6 352 400 404 404 225 213 284 284

Note. R, Range; S, Speed; C, Course; CT, Convergence Time
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scenarios 2,3 and 6 converged faster using UKF (consider total convergence times from 
Monte-Carlo simulation) at 315, 311 and 284 seconds respectively whereas using CIF 
the same scenarios converged at 375,384 and 404 seconds respectively. For scenarios 1,4 
and 5, CIF is better while UKF is better 2,3 and 6 scenarios. From Tables 2 and 3, it is 
emphasized that the CIF and UKF are giving total convergence time for all the scenarios 
comparably. The true and estimated paths of target and observer using CIF and UKF are 
shown in Figure 3 and 4, respectively. The estimated path of the target in Figure 3 is so 

Figure 3. Observer and target movements using CIF

Figure 4. Observer and target movements using UKF
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smooth indicating CIF stability. The estimated path using UKF is zigzag indicating the 
filter instability when compared to CIF.

The errors in estimated range, speed and course using CIF and UKF are shown in 
Figures 5a to 5c, respectively. Similarly, the RMS errors in estimated range, speed and 
course using CIF and UKF are shown in Figure 6a to 6c, respectively.

Figure 5. Error for Scenario 5: (a)Range estimate; (b) Speed estimate; and (c) Course estimate

(a)

(b)

(c)



1747Pertanika J. Sci. & Technol. 29 (3): 1733 - 1749 (2021)

Application of CIF for Underwater Target Path Estimation

From the Figure 6a, it is understood that the RMS error in range estimate using the 
CIF (blue dashed line) is very much less which indicates the convergence nature of CIF. 
Also the curve is very smooth which indicates the CIF filter stability. The RMS error in 
range estimate of target using the CIF and UKF almost converged at the same time i.e., 
267s and 261s (Table 3), respectively. These all indicate the usefulness of the algorithm for 

(a)

(b)

(c)

Figure 6. RMS error for Scenario 5: (a) Range estimate; (b) Speed estimate; and (c) Course estimate
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state estimation in underwater with the required accuracy. The same can be observed from 
Figure 6b (Speed estimate RMS error for Scenario 5) and Figure 6c (Course estimate RMS 
error for Scenario 5) for RMS error in speed and course estimates. As the computations 
are straightforward in CIF, the RMS error value is found to be less when compared to 
UKF enabling the CIF to withstand more unstable and higher order system nonlinearity 
and measurement noises. From the literature till date, UKF is found to be giving solution 
accurately for systems with Taylor’s series of third order. From the analysis done in this 
research, CIF is found to be giving solution similar to UKF.  

CONCLUSION

Target tracking is proposed in underwater using CIF, a less complex and easy to implement 
algorithm. One of the best advantages of CIF over other filters is the decentralized data 
fusion ability as the corrected ISV and IM can be obtained by simply adding the associated 
values to the updated ISV and IMs. Simulator is developed to feed various scenarios 
and evaluate the algorithm.  Performance evaluation of CIF algorithm is carried out in 
simulation mode and the results are presented for typical scenarios. The convergence times 
using UKF and CIF are almost near for all the scenarios except for difference of 120s in 
scenario 6. CIF is found to be appealing simulation results for BOT using single sensor in 
comparison with UKF with the help of straightforward computations. Keeping in view, 
the smaller number of computations and decentralized data fusion ability of CIF, CIF is 
very much useful for state estimation in underwater.
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ABSTRACT

The abundant availability of Leucaena leucocephala (petai belalang) in Malaysia was one 
of the contributing factors of this research. The phytochemicals obtained from this plant will 
contribute towards many fields mainly medicine and it becomes more favorable as compared 
to the modern medicines used these days. Diseases such as cancer, high blood pressure and 
diabetes are very crucial, and it occurs frequently among all ages of citizens in Malaysia. 
Therefore, phytochemicals in this plant can be a great substitute of modern medicines. 
However, lignin is known to interfere with the cell wall polysaccharides digestion, and 
hence considered as an anti-quality component in forages. To improve phytochemicals 
extraction, an effective degradation method of lignin is in demand. Thus, the goal of the 
present study was to investigate the feasibility of using enzymatic hydrolysis by laccase 
from Trametes versicolor (LTV) to breakdown lignin using mild reaction condition. To 
clarify the effect of enzymatic hydrolysis, a preliminary study on the percentage of lignin 
removal was conducted that taking the effect of LTV concentration, incubation temperature 
and time into consideration. The results were then used to analyze total flavonoid contents 

(TFC) of L.leucocephala seed after the 
extraction by using microwave-assisted 
hydrodistillation (MAHD) method. In view 
of this, extraction temperature and time 
were varied. TFC was estimated by UV-
VIS spectrophotometer for quantification 
by using quercetin as standard. The result 
emerge from this study showed that the 
TFC was high in the extraction temperature 
of 60˚C in 12 min with an average of 1639 
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mgQE/g.d.w and the lowest TFC was recorded at 30˚C with 677 mgQE/g.d.w. Further 
analysis showed that enzymatic hydrolysis has assisted the extraction of flavonoids, thus, 
provided scientific method to extract flavonoid as an alternative therapy for various diseases.

Keywords: Enzymatic hydrolysis, flavonoid, Leucaena leucocephala, microwave assisted hydrodistillation, 
total flavonoid content (TFC)

INTRODUCTION

Flavonoids has been shown to have a profound effect on reducing oxidative stress and 
preventing and reversing cancer cell developments (Valko et al., 2007). Deposition 
of flavonoids within the cell wall was originally proposed to account for the poor 
extractability of flavonoids from some plant material interrupted and surrounded by a 
lignin matrix (Markam, 1972). Depending on the type of plant, most of plant materials 
consist of approximately 15 - 35% of lignin. In L. leucocephala seed cell wall, antioxidant 
is embedded with these substances, which make it difficult to obtain pure flavonoids 
(Rachtanapun et al., 2012). However, most of the studies done on the extraction of flavonoid 
from L. leucocephala did not consider pretreatment process prior to the extraction. Thus, 
this method was proposed for a better yield of desired product. 

Earlier, organosolv method (ethanol/water) was used to isolate lignin from L. 
leucocephala, where they elucidated its structural and thermal behaviour (Tejado et al., 
2007). Later, various histological, histochemical and biochemical methods were used to 
study the structure, histochemistry and chemical composition of tension wood, opposite 
wood and normal wood of L. leucocephala (Pramod et al., 2013). In this study, lignin 
was isolated from the seed of L. leucocephala using fungal laccase (Trametes versicolor). 
In this study, the biological approach is preferable as compared to chemical approach to 
reduce the possibility of hydrocarbon chain breakage. It is best to be kept in mind that, 
flavonoids are very sensitive antioxidant. As for the extraction method, microwave-assisted 
hydrodistillation (MAHD) was used in this study. Previous studies have shown that MAHD 
has successfully extract the desired product whilst reducing costs, avoiding the use of 
additives and harmful solvents and improving the effectiveness of the process (Bustamante 
et al., 2016). As these compounds are very sensitive and specific, the temperature and time 
of extraction plays an important role on the quality and quantity of the extracts. Thus, the 
effect of these parameters was considered in this study.

MATERIALS AND METHODS

Materials and Chemicals

L. leucocephala seeds powder was used in this study. Prior to the extraction process, 
L. leucocephala pods were plucked from along Jalan Gambang, Kuantan, Pahang. 
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Laccase from Trametes versicolor (CAS Number: 80498-15-3), quercetin hydrate (CAS 
Number: 849061-97-8);  aluminium chloride (AlCl3) reagent grade (CAS Number: 7446-
70-0); and 2,2′-azino-bis-3-ethylbenzothiazoline-6-sulfonic acid diammonium salt (ABTS) 
(CAS Number: 30931-67-0) were purchased from Sigma-Aldrich (UK). 

Sample Preparation

L. leucocephala seeds were separated from the pods, washed with tap water to remove 
debris and dried in an oven at 40°C overnight. After drying, the seeds were grinded in 
blender until fine powder was formed. The powder was kept in chiller (2 ℃) until the 
extraction or enzymatic hydrolysis were conducted.

Enzymatic Hydrolysis

Incubator was switched on at varied temperature 50–90 ℃, at 10 ℃ interval. 5 g of sample 
was soaked in ammonium acetate buffer (0.1 M, pH 4.5) and ABTS solution (0.1 M). 
The effect of LTV concentration was analysed by addition of 250 µl of different LTV 
concentration (0.1, 0.2, 0.3, 0.4 and 0.5 U/ml) and was incubated at 200 rpm for 6 h at 60 
℃ in a 250 ml Erlenmeyer flask (Hamidi, 2013). After designated reaction time (2–10 h, at 
2 h interval), the mixture was left to cool at room temperature and filtered. The solid residue 
was washed with distilled water and oven-dried at room temperature for 24 h. Black liquor 
separated from the solid residue was then fractionated by liquid-liquid extraction using 
methanol at ratio of 1:3, sample to solvent and further concentrated in rotary evaporator 
for the determination of lignin removal.

Percentage of Lignin Removal

To identify the best condition for enzymatic hydrolysis, One-Factor-at-One-Time (OFAT) 
procedure was done to determine the best condition for enzymatic hydrolysis of L. 
Leucocephala. Standard analytical procedures (ES ISO 302:2015) were used to identified 
percentage of lignin removal, based on three parameters (LTV concentration, incubation 
temperature and time) that may affect the hydrolysis. Therefore, Kappa lignin in raw and 
treated L.leucocephala were determined according to Kappa number TAPPI T 236 om-
99 and ES ISO 302:2015. Percentage of lignin removal was calculated using Equation 1 
according to the standard analytical procedure:

	 [1]
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Microwave assisted Hydrodistillation (MAHD)

MAHD was conducted by using Milestone Ethos E. For the extraction of flavanoid, the 
chiller temperature and the microwave power were set on 16 ℃ and 250 W, respectively. 
The extraction period was varied between 12 – 60 min, at 12 min interval (Jeyaratnam et 
al., 2016). 5 g of L.Leucocephala seed powder and 500 ml deionized water  was transferred 
into 1 L round bottom flask (RBF) (Kusuma & Mahfud., 2017). The extractions were 
conducted at different extraction temperatures varied between 30–80 °C, at 10 ℃ interval. 
After extraction, the extract-solute mixture was filtered, and the extracts were collected 
for TFC determination. 

Determination of Total Flavonoids Content (TFC) 

UV-VIS spectrophotometry analysis of flavonoids content in L. leucocephala seed extracts 
requires 5 mg of dried extract (solid) dissolved in 1 ml deionized water was subjected to a 
general procedure for flavonoids quantification (Oyedemi et al., 2018). Quercetin was used 
as a standard and the UV detector was set at the wavelength of 415 nm. The adsorbents 
values were obtained in a spectrophotometer after complexation with AlCl3 (Kiranmai et 
al., 2011). Absolute ethanol was used as blank for standard while deionized water was used 
as blank for samples. Since the extract is in liquid form, extracts volume that equivalent 
to 5 mg dried extract as represent by Equation 2 for UV-vis analysis and was determined 
using density by implementing Equation 3.

[2]							       [2]

[2]

						      [3]

Using the linear equation from standard calibration curve, the concentration (mgQE/
ml) of flavonoid in analysed sample was determined. The total flavonoids content in extract 
was calculated by multiplying with volume of solvent used (ml) and divided by mass dry 
weight seed used (g.d.w) as presented in Equation 4. 

				   [4]

RESULTS AND DISCUSSION

The Effect of Enzyme Hydrolysis on the Percentage of Lignin Removal

In this investigation, the effect of LTV concentration, reaction temperature and reaction 
time were considered. 
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The effect of LTV concentration on the treatment was investigated using different 
concentration of LTV (0.15, 0.25, 0.35, 0.45, 0.55 and 0.65 mg/ml). The highest percentage 
of lignin removal was found to be 71.5 % at 0.55 mg/ml of LTV. It is apparent from 
Figure 1(a) that percentage of lignin removal was increased as the enzyme concentration 
increases due to the rate of enzymatic reactions that was also increased (Ishmael et al., 
2016).  However, there was no increase of lignin removal was observed associated with 
the increment of LTV concentration to 0.65 mg/ml. This result support the idea that the 
rate of enzymatic reaction increasing proportional to the laccase concentration. This result 
may be explained by the fact that laccases are known as blue-copper phenoloxidase that 
catalyse one-electron oxidation by removing one electron, generating phenoxy-free radical 
products which can lead to polymer cleavage (Pérez et al., 2002). Thus, by increasing LTV 
concentration, it could facilitate oxidation process and wide range of polymer cleavage. This 
led to the breakdown of lignin structure, hence increase the percentage of lignin removal. 

To assess the optimum incubation temperature that may affect lignin removal, varied 
temperatures were employed ranged between 30 – 100 ℃, at 10 ℃ interval. The optimum 
incubation temperature for enzymatic hydrolysis was at 60 ℃ as shown in Figure 1(b), 
which remove 72.38 % lignin. The present finding seems to be consistent with other 
researches which found that 60 ℃ was the optimum temperature for LTV activity (de 
Carvalho et al., 1999; Monteiro & de Carvalho., 1998). Further increase in incubation 
temperature revealing steady decline in the percentage of lignin removal, which indicate 
the denaturation of the enzyme. However, lignin removal can still be observed even 
though the incubation temperature was increased up to 100 ℃ as more than 70 % of 
lignin was removed. It is appearing favourable that LTV showed an outstanding stability 
towards higher temperature. The heat tolerance of laccase was suggested to be due to high 
glycosylation rate that protect laccase from heat denaturation (Slomczynski et al. 1995; 
Fukushima & Kirk, 1995). 

Incubation time is a contributing factor for optimum lignin removal in enzymatic 
hydrolysis. Therefore, incubation time between 2 – 10 h, at 2 h intervals was deployed 
to demonstrate the effect. Figure 1(c) shows that there has been a gradual increase in 
percentage of lignin removal at the first 2 h but steady drop after 6 h of incubation. What 
can be clearly seen in Figure 1 is the highest percentage of lignin removal, 71 % for seeds 
were found at 6 h of incubation. Prior studies that have noted the delignification process 
tends to increase with time of contact between enzyme and substrate until the enzyme 
activity is slow (Ishmael et al., 2016). In this study, 6 h of incubation was found to be 
optimum time taken for achieving maximum rate of reaction due to inactivation of enzyme 
and possibility of repolymerization at reaction time between 8 to 10 h which complies with 
literature (Gierer, 1985; Monteiro & de Carvalho, 1998). According to these data, we can 
infer that 6 h of reaction time was optimum for delignification process.
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The Effect of Extraction Time on Total Flavanoid Content (TFC)

Extraction by MAHD at different times (0, 12, 24, 32, 48, and 60 min) was conducted to 
encounter the most efficient time to collect the highest amount of flavanoid. It is apparent 
from Figure 2 that the highest TFC was observed at 12 min of extraction with the content of 
1670 mgQE/g.dw compared to the lowest TFC approximately 124 mgQE/g.dw at 60 min. 
This finding further supported by the extracted sample with the presence of enzymatic 
hydrolysis revealed the same trend whereby flavonoid yield was highest at 12 min of 
extraction with TFC of 1943 mgQE/g.dw meanwhile at 60 min the yield excessively 
decreased to 273 mgQE/g.dw. Both control and hydrolysed sample depicted similarity 
with highest flavonoid content at 12 min of extraction. These samples revealed about 85 % 
decrease of flavonoid yield as the extraction were conducted for an hour. The results are in 

Figure 1. Box plot format graphic showing the effect of (a) LTV concentration, (b) Incubation temperature, 
(c) Incubation time, with mean, maximum/minimum values of standard deviation. By using One-Way 
ANOVA analysis by OriginPro 2019b at the 0.05 level, the sample means are significant with p-value of 
1.61×10-4, 2.5×10-2 and 1.6×10-3, respectively.  

(a) (b)

(c)
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line with Rezvanpanah et al. (2008) which reported that the optimum extraction time using 
MAHD was 6 min and 12 min for Satureja hortensis and Satureja Montana, respectively. 
This finding further supported by Farhat et al. (2011) who found that less time was required 
for essential oil extraction thoroughly from orange peels via MAHD extraction that only 
required 12 min if compared to traditional hydrodistillation (HD) that takes 40 min to 
be completed. Apart from classical conductive heating methods, microwave extraction 
methods can heat the entire sample almost simultaneously and at a higher rate (Hashmi & 
Kim, 2003). When sample is exposed to heat at long period, particles may degrade causing 
the extract to be not productive due to more inactive compounds extracted (Dent et al., 
2013). Therefore, with usage of MAHD, extraction efficiency can be achieved intensively 
within a short period of time consuming less energy and time proving that this extraction 
process can be both economic and environmentally friendly. Extraction period of only about 
12 min were enough to achieve the highest yield of flavonoids from seeds of this plant.

Previous experiment revealed that enzymatic hydrolysis on seeds of L.leucocephala 
was able to promote delignification at optimum reaction condition (6 h of incubation time, 
60 ℃ incubation temperature and 0.55 mg/ml LTV concentration). In view of this, effect 
of enzymatic hydrolysis was considered to enhance TFC. The result obtained from the 
study are presented in Figure 2. Interestingly, there was a significant positive correlation 
between enzymatic hydrolysis and TFC in which TFC was high in the presence of enzymatic 
hydrolysis compared with absence of this process.

The obtained result was in line with the study made on effect of hydrolysis in antioxidant 
extraction whereby laccase-mediator system has appeared to enhance the hydrolysis of 
lignin (Moilanen et al., 2014). In addition, from research done by Draganescu et al. 

Figure 2. The effect of extraction time on total flavanoid content (TFC) of L. leucocephala seed extract with 
presence and absence of enzymatic hydrolysis. By using One-Way ANOVA analysis by OriginPro 2019b 
at the 0.05 level, the sample means are significant with p-value of 2.73×10-17 and 1.63×10-15, respectively.  
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(2017), it was found that the contents of oligomers in the flaxseed extract after hydrolysis 
with lignin peroxidases increased significantly based on the chromatographic peak height 
when compared with the raw lyophilized flaxseed extract, indicating an advanced, but 
incomplete process. After enzymatic hydrolysis, the active ingredients may also dissolve 
more easily in the extraction medium (Pytkowska et al., 2013). These results support the 
idea that enzymatic hydrolysis approach is particularly suitable to enhance the extraction 
of natural compounds for optimum yield. 

The Effect of Extraction Temperature on Total Flavanoid Content (TFC)

The plot in Figure 3 shows the interaction between extraction temperature and TFC at 
the fixed 12 min extraction time. It was observed that the value of TFC increased as the 
temperature increased from 30℃ to 60℃. In contrast, increasing the extraction temperature 
beyond 60℃ resulted in the decreased of TFC values. It is encouraging to compare Figure 
3 with that found by Azahar et al. (2017) whose found out that the flavonoid content 
increased as the temperature approached 70℃, and gradually decline as the temperature 
rise above its optimum temperature. A likely explanation is that higher temperature cause 
plant tissue rupture, thus solvent was easily to dissolved and degrade active compounds 
in the plant (Azahar et al., 2017; Yoswathana, 2013). It is apparent from Figure 3 that the 
best temperature for flavonoid extraction is 60˚C regardless of whether the seeds were 
treated or not prior to extraction. The concentrations of flavonoids were approximately 
1639 mgQE/g.dw and 1389 mgQE/g.dw, respectively. The extract comprising the least 

Figure 3. The effect of extraction temperature on total flavanoid content (TFC) of L. leucocephala seed 
extract with presence and absence of enzymatic hydrolysis. By using One-Way ANOVA analysis by OriginPro 
2019b at the 0.05 level, the sample means are significant with p-value of 2.9×10-11 and 8.5×10-11, respectively.  
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concentration of flavonoid is in the extraction that was performed at 30˚C with 677 mgQE/g.
dw for pretreated extracts and 615 mgQE/g.dw for control. Since L.leucocephala seeds 
for the pretreated extracts experienced enzymatic hydrolysis at 60˚C for 6 h ahead of 
extraction, the chances are, more flavonoids were extracted if compared to the extraction 
process without pretreatment. It is appears that enzymatic hydrolysis of complex lignin in 
L.leucocephala seed enhances the release of flavanoids while preserving their biological 
potential (Hammed et al., 2013). 

CONCLUSION

The efficiency of extraction of flavonoids from L. leucocephala depended on the extraction 
time and temperature by MAHD. The extraction was also enhanced by enzymatic hydrolysis 
prior to extraction. The relevance of this process is clearly supported by current findings 
that suggest enzymatic hydrolysis by laccase from Trametes versicolor increase percentage 
of lignin removal, thus TFC value was also increased. The extraction by MAHD is a green 
method, because it limits the consumptions of toxic solvents and energy by running the 
process in 12 min at 60℃. It is supported by green pretreatment process which employed 
the use of laccase to delignifying L. leucocephala in 6 h at 60 ℃. Moreover, flavonoids 
are characterized as high in antioxidant contents which indicates a great potential to be 
applied in dietary supplement industry.
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ABSTRACT
Developing an empirical model that can predict ground-borne vibration is required in the 
modelling process using actual data of ground vibration velocity induced by train traffic 
collected from sites. In the preliminary and mitigation planning stages of the project, the 
empirical models developed are expected to predict the ground-borne vibration velocity 
due to rail traffic. The findings of this research are expected to provide a new perspective 
for railway planners and designers to improve the national design to improve the quality 
of life for the residents living close to the rail tracks. This research study firmly fills 
the information gap towards a fundamental understanding of ground-borne vibration in 
numerous areas of learning regarding the condition of train operation. This study has 
developed a prediction model of regression to forecast the peak particle velocity of ground-
borne vibration from freight trains based on correlated and fixed parameters. The models 
developed have considered a few parameters obtained from sites using minimal or without 
tools altogether. Speed of trains and distance of receivers from the sources were the only 
significant parameters found in this study and used to simplify the empirical model. Type 
of soil, which is soft soil, and type of train, which is freight train, were the fixed parameters 
for this study. The data collected were measured along the ground rail tracks involving 
human-operated freight trains. Residents from the landed residential areas near the railway 
tracks were chosen as the receivers. Finally, the peak particle velocity models have been 

successfully developed, and validation 
analysis was conducted. The model can be 
used by authorities in the upcoming plan for 
the new rail routes based on similar fixed 
parameters with correlated parameters from 
the study.

Keywords: Empirical model, freight train, ground-
borne vibration, peak particle velocity
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INTRODUCTION

At present, many regulatory institutions, such as the Union of International Railways 
(UIC), are demanding the establishment of standard prediction models that can predict 
vibration impact towards human perception (Hermsworth, 2000). Sulaiman (2018) stresses 
the importance of developing Malaysia’s own vibration limits and local conditions-
based control guidelines, as most developed countries already have their own vibration 
measurement and design requirements. Lazi et al. (2016) also emphasize the importance of 
establishing Malaysia’s own standard based on the local geological conditions especially 
in the development of public transportation infrastructure.

In various stages of railway design processes and in the evaluation of vibration 
countermeasures, the establishment of ground-borne prediction models can be used as a 
predictive tool.  Practitioners, particularly local authorities, can use the models at planning 
stage and provide mitigation suggestions, if necessary, at railway system development stage.

Maintenance of tracks may also be expensive because of the excessive vibration in 
the rail track structure. The instrument that can be properly used at various stages of the 
railway design process, including planning for environmental impact assessment, would be 
a ground vibration prediction model (Bahrekazemi, 2004). In assessing and evaluating the 
issue of ground-borne vibration, as in Germany and the United Kingdom, most developed 
countries have their own standards, including the development of guidelines and standards 
for the assessment and measurement of structural and human ground vibration, such as 
the Deutsches Institut für Normung (1999), the International Standard Organization (ISO, 
1997), and the British Standard (2008). Malaysia has Vibration Limits and Environmental 
Control Guidelines developed by the Department of Environment Malaysia (2007) from the 
Ministry of Natural Resources and Environment Malaysia. The guidelines were established 
to define the appropriate limits for quantitative evaluation of ground vibration. However, 
the guidelines only define the levels of vibration and no system or equipment is specified 
to predict or calculate the degree of ground vibration. The only instruments recommended 
to calculate the vibration level are seismographs and geophones. The affordability of such 
equipment is the major concern among relevant Malaysian authorities (Sulaiman, 2018). 
This study attempts to develop a regression model to predict the peak particle velocity of 
ground-borne vibration induced by freight trains to minimize the dependency on vibration 
equipment. 

To satisfy industrial requirements, such as the operation of public transportation, it is 
very important to establish guidelines and regulations. This research attempts to generate 
an empirical model that represents ground-borne vibration based on the condition and 
parameters of freight rail traffic in Malaysia. In this analysis, the empirical model has the 
potential to become the basis of the ground-borne vibration prediction tool using simple 
parameters for future use by related practitioners.
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This research study is intended to bridge the knowledge gap about the basic 
understanding of ground-borne vibration, consisting of a combination of many branches 
of learning on the state of local rail transportation. Limited findings regarding the level of 
perceived irritability and annoyance experienced by affected people living near the source 
of vibrations especially in Malaysia have become the motivation of this study. The study 
also develops a prediction model of vibration velocity from freight trains. The empirical 
model produced can predict the ground-borne vibration velocity using local rail traffic 
parameters. The basic parameters applied in this study have the potential to reduce the 
dependency on expensive equipment.

LITERATURE REVIEW

Propagation

Typically, after ground-borne vibrations are produced, they propagate to the surrounding 
area through the soil medium. Propagation characteristics depend on the properties of 
the soil, parameters, and distance from the source. Compared to stiff or hard ground, soft 
ground appears to have lower frequency. Soil vibration can travel longer distances from 
its source at low frequencies. The main factor influencing significant ground vibration is 
soft soil formation, such as silt or soft clay, which can cause discomfort for individuals 
living 100 to 200 m away from the rail tracks (Madshus et al., 1996).

The major impact of the soil form on the propagation of ground vibration is shown 
in Figure 1 (Hajek, 2006), showing how the frequency of soil absorption results in the 
attenuation of ground vibration. Although this result is from road traffic analysis, the 
characteristics of different types of soil are clearly demonstrated in terms of vibration 
velocity and distance to the edge of the pavement. The highest vibration absorption capacity 
is found in gravel soils and dry sand, while the lowest is peat or soft clay (Watts, 1990). 
As a result, ground vibration will be rapidly attenuated as the distance along the path of 

Figure 1. Ground vibration propagation in different 
types of soil (Hajek, 2006)

ground transmission increases (Hunt & 
Hussein, 2007). In summary, compared to 
soft soil, ground vibration in a stiff or hard 
soil could be attenuated and absorbed much 
more quickly with distance.

The path of propagation could also be 
affected by refractions and reflections at 
the interface between soil and the bedrock 
and between soil layers. Refraction and 
reflection could lead to a wave’s propagation 
which deviates from its original path to the 
receiver. Persson (2016) also reported that 
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the propagation velocity for each wave form is controlled by the conditions of the ground 
soil, as shown in Figure 2.

There are several ways available to determine a vibration’s magnitude. Velocity, 
displacement, and acceleration are the three most common forms of measuring vibrations 
(Eitzenberger, 2008). The standard unit for velocity is mm/s, while displacement is mm, and 
acceleration is mm/s2. Velocity is used in this analysis as the values need to be compared 
to the values used by the standard Malaysian guidelines. The standard guidelines use 
velocity as the vibration magnitude. The vibration rate is determined by the Peak Particle 
Velocity (PPV), and it is the most recognized and used vibration measurement. Vibration 
limits using PPV are recommended by most guidelines and regulations. The maximum 
particle velocity over the total recorded time is regarded as the peak particle velocity for 
each recorded waveform as shown in Figure 3 (Alcudia et al., 2007).

Figure 2. Propagation movement for ground vibration (Persson, 2016)

Figure 3. The definition of Peak Particle Velocity (Alcudia et al., 2007)

Amplitude
(in/s or mm/s)

Peak Particle Velocity

Time
(seconds)
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The PPV is the maximum instantaneous velocity of a particle at a point in a particular 
time interval. Ground particles vibrate with varying particle velocities when the disturbance 
from the source of vibrations propagates away from the source with a certain amount of 
wave velocity. The motion at a given location along the propagation path is represented 
in three mutually perpendicular components (usually transverse, vertical, and radial or 
longitudinal). All three components must be calibrated at the same time to ensure the PPV 
is correctly determined (Avellan et al., 2017). For this study, the PPV was determined as 
the vibration velocity to be measured.

Vibration Monitoring Technology

Vibration can be detected using a range of sensors. There are sensors designed to measure 
velocity, acceleration, and displacement based on various types of vibrations, using 
various measuring technologies, such as microelectromechanical systems or known as 
MEMS sensors, piezoelectric or PZT sensors, laser Doppler vibrometers, and proximity 
probes. When deformed, PZT sensors, the most widely used sensors, produce voltages. 
The vibrations can be interpreted by digitalizing and decoding the voltage signals. The 
vibration levels and maximum frequency range, as well as other operating environment 
variables including humidity, temperature, and pH level, should all be considered when 
choosing vibration sensors (Huang, 2016). 

A MEMS sensor is a 3-axis acceleration device with sensitivity in the low-frequency 
and low-acceleration regions, and its peripheral circuitry is developed. A prototype is built 
to enable constant measurement of micro-vibrations (Sakaue et al., 2012). For the laser 
Doppler vibrometer, the angle that the target surface creates with the vibrometer’s laser 
signal is used to determine the transverse displacement, and the change in velocity is read 
as vector quantity by the laser Doppler vibrometer. When the target surface is perpendicular 
to the laser, the vibrometer’s output reads the same transverse displacement (Garg, 2017).

Review of Prediction Model from Railway Traffic

In the past 30 years, many models have been produced to predict the ground-borne 
vibrations caused by rail traffic. Table 1 shows a description with independent variables 
for the predictor variables used in the previously established vibration models for trains.

The prediction models produced by previous researchers were based on the original 
geological condition and environment study area. The models were developed to predict the 
velocity of vibration involved with complex parameters. The parameters selected required 
practitioners to obtain data from service providers or need to have special equipment to get 
the data. As a summary, the parameters as independent variables include velocity vector, 
speed factor, distance factor, track quality factor, building amplification factor, and wheel 
force.  The factors or elements used in the previous models are simplified in this research 



1768 Pertanika J. Sci. & Technol. 29 (3): 1763 - 1785 (2021)

Mohd Khairul Afzan Mohd Lazi, Muhammad Akram Adnan and Norliana Sulaiman

Table 1
Previous models of ground-borne vibration induced by trains

Author/Year Study 
origin Model Description

Madshus et 
al. (1996) 

Norway V = V is the peak particle velocity in mm/s.
V =  is the specific vibration level for 

specific train types.
V =  is the speed factor.

V =  is the distance factor.
V =  is the track quality factor.

V =  is the building amplification factor.
Jones and 
Block (1996)

England = (f) ,

=( ,

(f) = )

The models are only applicable for freight 
trains. VDk  is the vertical vibration 
predicted.
XDk  is the total transfer function.
FD( f)  is the vertical vibration for sleeper.
x jk  is the energy sum of the transfer 
function.
k=0 is the vertical response function and 
k=1 is the lateral.
𝛉 is the angle between the normal to the 
track at the response position and the 
excitation point on the track.

Suhairy 
(2000)

Southern 
Sweden V = ⃰ ⃰ ⃰ ⃰

This equation could be used to find the 
vibration rates for various types of trains 
at different distances.
V is vibration velocity in mm/s.
VT is measure vibration levels for the 
trains.
D is distance from the centre of track.
Do is reference distance.
S is train speed.
So is reference speed.
B is distance dependent.
A is speed dependent exponential.
FR is the track quality factor.
FB is the building amplification factor.

Jiang and 
Zhang (2004)

Shanghai VL = 70 – 13.6 log (r/10) VL is vibration level.
r is the distance from the viaduct line’s 
centre in m.

Bahrekazemi 
(2004)

Sweden
V = (a.speed + b)

V is the particle velocity on the track.
a and b are the parameters of the model.
n is attenuation power.
R is the source distance from the receiver.
r0 is the reference distance.

With et al. 
(2006)

Sweden = ( + )V + ( + vrms is the r.m.s particle velocity.
V is speed of train.
Frms is the r.m.s. wheel force applied.
a is the gradient.
b is the intercept.

V = 
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Hanson et al.
(2006)

United 
States

VL (in dB) = 20 ( ) vm is the measured velocity.
vref  is the referred velocity.
VL is the vibration level.

Paneiro et al. 
(2015)

Lisbon PVS = 0.191 log (V) – 0.208 
log (D)

Peak Vector Sum is in mm/s.
V is the speed of train in km/h.
D is distance in m.

Table 1  (continue)

Author/Year Study 
origin Model Description

to minimize the dependency on advanced equipment when collecting data to predict the 
ground-borne vibrations using the developed models. 

MATERIALS AND METHODS

Case Study

This research was conducted along the Kereta Api Tanah Melayu Berhad or KTMB railway 
track from Padang Jawa, Shah Alam, to Klang, Selangor.  The railway track is a two-
way railway with two (2) train routes, one to Kuala Lumpur and the other to Pelabuhan 
Klang, Selangor.  These site locations were selected to distinguish the variety of vibration 
magnitudes induced by the trains running on the railway track.  The sites were chosen 
because of the strategic locations, as there were many residential areas along the track 
that were endangered by the occurrence of ground-borne vibration induced by trains. This 
research also focused on areas with landed type residential buildings. Figure 4 shows the 
map of locations of study in Padang Jawa Station, Shah Alam, to Klang Station, Klang.

The route has been chosen due to the existence of landed residential buildings in the 
areas next to the railway track. There are no vibration barriers located along the sites. The 

Figure 4. Map of nine sites from Padang Jawa to Klang, Selangor
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range of the distance from the residential area to the rail track for this study is less than 
30 meters.  Field data collected during the site survey are train parameters, the speed of 
the trains. The ground-borne vibration velocity measurements consist of radial vertical 
and horizontal wave vibrations. These measurements were obtained using a seismograph 
installed at the sites. As for site locations, three were chosen from Padang Jawa station to 
Bukit Badak Station. The other six sites chosen are located between Bukit Badak Station 
and Klang Station. Hence, there were nine (9) stations chosen altogether. The sites were 
chosen to be as close as possible to the landed residential areas. Different locations were 
selected to obtain various speeds of the trains and various distances from the residential 
areas to the sources.  Shah Alam and Klang are the most developed areas and have the 
highest population in Malaysia. 

The proposed sites are located on the Kenny Hill formation and Alluvium formation. 
Padang Jawa, Shah Alam, is located on the Kenny Hill formation, while Klang is on the 
contact boundary of Alluvium and Kenny Hill formations (Peng et al., 2004). Figure 5 

Figure 5. Geology map of studied areas located in the state of Selangor (Roslan, 2017)
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shows the geological map of the sites chosen, and Figure 6 shows the close-up version of 
the geological map of the areas for this research.

Alluvial deposits typically consist of very soft to firm silty clay, with intermediate 
sandy layers up to 25 m to 30 m in depth. It usually consists of silty sand that lies beneath 
the silty slay stratum. Residual soils from Grade VI and entirely weathered materials in 
Grade V resulting from Quartzite weathering are only found at the depths of approximately 
40 m. The behaviour of soft alluvial soil is influenced by the source of the parent material, 
depositional processes, accumulation, redeposition, erosion, and fluctuations in groundwater 
level. In the Klang region, alluvial soil typically shows a marked stratification, and in 
these deposits, organic matters, like seashell and decayed wood, are often present (Tan et 
al., 2004).

The formation of Kenny Hill is a series of sedimentary clastic rocks consisting of 
interlocking shales, siltstones, mudstones, and Paleozoic upper sandstones. It is usually 
characterised, as seen in Klang Valley, by undulating terrain of low hills and shallow as 
well as broad valleys in its outcrop. The subsurface investigation recorded that along the 
alignment, the Kenny Hill formation is a series of interbedded siltstones, mudstones/shales, 
and sandstone overlaid by stiff over consolidated soil mainly of silty sand and sandy silty 
clay. The formation underwent metamorphic events at certain stretches resulting in changes 
of sandstone or siltstone to quartzite and phyllite/schist, respectively (Khoo et al., 2019). 
Silty clay soil or clay, defined as soft soil, is geologically young and reaches a balance 
under its own weight. However, it has not undergone significant secondary or delayed 
consolidation since its formation. This is distinguished by the fact that it can only bear the 
soil’s overload weight, and any additional load would result in relatively large deformation. 

Figure 6. Close-up geological map of studied areas in Shah Alam and Klang (Peng et al., 2004)
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This classification also includes soils that have not completed consolidation under their 
own weight (Kempfert & Gebreselassie, 2006). Soft soil, as claimed by Sulaiman (2018), 
and Cenek et al. (2012), is more affected by vibrations, especially vibrations with greater 
magnitudes compared to other soil types.

Instrumentation and Equipment Strategy Setting Up

Data reading and measurements of ground-borne vibration velocity were conducted for 
each site using a seismograph meter, also known as the Mini-Seis, produced by White 
Industrial Seismology Inc. A detailed illustration of the Mini-Seis location is demonstrated 
in Figure 7. A two-hour midnight time is set to obtain the data from the freight trains since 
they only operate after passenger commuter operation ends. 

Measurement of Train Speed

The train parameter recorded for this research was its speed. The data were chosen as one 
of the parameters for this modelling since the data can be measured directly at site by 
recording the time taken for a train to pass a certain distance. The exact time of the train 
passing through the site was taken to tally with data recorded in the Mini-Seis. To get a 
precise speed data value from the train, the Stalker XLR Lidar radar speed gun model was 
used. The train speed was measured in km/h. 

The freight train passed the studied sites at midnight after 12.00 a.m. and above after 
the end of passenger train services. Due to this condition, the data collection for freight train 

Figure 7. The location of Mini-Seis at site study at midnight session of each site
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was done from 2.00 a.m. until 4 a.m.. KTMB cargo services of diesel electric KTM Class 
23 from Hitachi, KTM Class 24 by Toshiba, KTM Class 25 from Electro-Motive Diesel, 
ADtranz DE-AC33C model for Class 26, CKD8C, and CDK8E for Class 29 model were 
used for the locomotive in freight services.  The axle load for the diesel-electric locomotive 
was 20 tonnes with the loco weight of 120 tonnes (Malay Mail, 2008). In 1996, the United 
Nations of Economic and Social Commission for Asia and the Pacific or known as ESCAP 
stated that the load restriction for a single locomotive unit in Malaysia was 1200 tonnes 
throughout the system (ESCAP, 1996). 

Measurement of Embankment Parameter

The height and width of the ballast from the locations of this study were measured. The 
measurements were recorded using a laser meter and a measuring tape. The distance of the 
track to the receiver or the location of the Mini-Seis was also recorded. The data were then 
analysed to find the relationship between the dimension of the ballast with the ground-borne 
vibration velocity induced by trains. Additionally, the relationship between the distance 
from the track to the receiver (Mini-Seis) and the ground-borne vibration velocity was also 
analysed. A laser meter was used as an alternative to measure the distance at inaccessible 
locations to the researchers. It was also used to validate the distance measurement taken 
using a measuring tape. From the survey, it was found that the track gauge recorded was 
1000 mm, and the type of ballast from granite stone with the composite size of 14mm, 
28mm, 50mm, and 63mm. The height and width of ballast varied based on location within 
the range of 0.12m–0.88m in height and 2.38m–3.19m in width of the ballast. Figure 8 
shows the main components of track which are ballast, sleeper and track rail, and the range 
of dimensions of ballast at site.

Figure 8. The main component of track with the range of dimension at site

 

 

         

  

 

 

 

 

Figure 8. The main component of track with the range of dimension at site 

 

Measurement of Ground Vibration 

With a Mini-Seis digital seismograph, ground vibration velocity was measured. A Mini-Seis consists of 
the monitor as a data logger, a transducer of geophone, and a microphone (White Industrial 
Seismology Inc., 2009). The geophone and microphone transducer were mounted in residential 
areas on the ground and were connected to the Mini-Seis  

Track gauge: 1000mm 

Rail 

Sleeper 

Ballast 

Width of ballast: 2.38m – 3.19m 
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Measurement of Ground Vibration

With a Mini-Seis digital seismograph, ground vibration velocity was measured. A Mini-
Seis consists of the monitor as a data logger, a transducer of geophone, and a microphone 
(White Industrial Seismology Inc., 2009). The geophone and microphone transducer were 
mounted in residential areas on the ground and were connected to the Mini-Seis monitor 
as shown in Figure 9. The coordinates of the Mini-Seis were measured using a GPS meter. 
The time displayed by the Mini-Seis was recorded to tally with the actual time of the trains 
passing by the designated points to signify the data during data analysis.

As freight trains only operate at midnight after the end of passenger commuter services, 
the data collection using the Mini-Seis was done at midnight. 

Figure 9. Mini-Seis installed at the studied site

Using the Mini-Seis via the geophone transducer, the lowest vibration velocity level 
that could be registered was 0.063 mm/s, and the microphone was able to measure up to 
148 dB of sound pressure. The seismic channel consists of three longitudinal, transverse, 
and radial vibration velocity data readings. Using the data analysis programme given, the 
readings were collected. The distance was measured from the source to the receiver using 
the Mini-Seis. To define the relationship between the distance of the source to the receiver 
with the vibration frequency, different distances were calculated at the same site analysis. 
Those values were then used in the model development process.

RESULTS AND DISCUSSION

Descriptive Statistics of the Empirical Peak Particle Velocity Data

According to Al-Hunaidi (1994) and Roess et al. (2006), the sample size required to estimate 
a variable in certain confident level is as shown in Equation 1.

Microphone 
Transducer

Geophone 
Transducer

Monitor
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N = 				    [1]

Where:
N = number of sample size for 95% confidence interval
s = standard deviation of vibration velocity
ae = limit of acceptable error

The number of 1.96² is for 95% confidence interval, which is the most common 
approach, to compute the precision and confidence of the sample mean as an estimator of 
the true mean of the underlying distribution (Roess et al., 2006). The tolerance of acceptable 
error (ae) is ±0.05mm/s as stated in White Industrial Seismology Inc. (2009) for using Mini-
Seis, and the practical use is made based on this overall study for vibration velocities have 
standard deviation (s) of approximately 0.542mm/s.  A sample of 452 vibration velocities 
are required as shown in Equation 2 with 95% confidence interval.

N = = 451.41 ≈ 452. 		  [2]

Mini-Seis produces a peak particle velocity obtained from the ground-borne traverse, 
radial, and horizontal vibration velocity directions. An overview of the empirical peak 
particle velocity data has been encapsulated in the descriptive statistics consisting of all 
variables’ information such as the mean value, maximum value, minimum value, median 
value, skewness, kurtosis value, and standard deviation. From the result produced by the 
descriptive statistics, extreme values can be recognized during the screening process. The 
collected data from the study are 772, higher than the sample size. The empirical PPV data 
after screening are formulated in Table 2. 

Table 2
Descriptive statistics for the freight PPV

Variable Unit Mean StDev Minimum Median Maximum Skewness Kurtosis
PPV mm/s 1.395 0.835 0.191 1.191 3.461 1.12 0.58
Speed km/h 32.30 8.29 15.00 32.00 48.00 0.44 -0.18
Distance m 9.606 3.227 4.225 10.483 15.075 -4.05 15.26
Height of ballast (1) m 0.346 0.153 0.120 0.360 0.750 -0.22 -0.99
Height of ballast (2) m 0.479 0.188 0.210 0.395 0.880 1.31 2.14
Width of Ballast m 2.684 0.256 2.38 2.65 3.19 0.52 -0.40
Depth of drainage m 0.100 0.204 0.000 0.000 0.800 1.97 3.23
Width of drainage m 0.263 0.537 0.000 0.000 1.500 1.80 1.61
Distance of drainage 
from receivers m 0.558 1.233 0.000 0.000 5.580 2.56 7.16

Distance of drainage 
to sources m 2.545 5.294 0.000 0.000 15.660 1.91 2.15
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From Table 2, the PPV recorded from the case study is in the median of 1.191 mm/s, 
with the maximum data recorded of 3.461 mm/s. This data already exceeds the allowable 
limit stated in the guidelines for vibration limits and control from the Department of 
Environment Malaysia (2007). Department of Environment Malaysia states that the 
allowable limit for residential area is 0.567mm/s, and 1.176mm/s for commercial area. 
This study clearly shows that the PPV recorded exceeds the limit either for residential or 
commercial area although the study was conducted at residential areas.

Correlation Analysis for the Freight PPV Parameters

Correlation analysis is used to diagnose the possible relationship between the dependent and 
independent variables used in the development of the regression models. The correlational 
hypotheses are described as follows:

H0 = There is no correlation between two variables.
H1 = There is a correlation between two variables.
Correlation analysis was used to determine the total possible variable combinations 

and the results of the overall variables as shown in the correlation matrix in Table 3. Each 
column consists of r-value and p-value. The p-values are located at the bottom of each row 
and the r-values are located at the top of each row.

Table 3 shows the correlation values between PPV, speed, distance, height of ballast, 
depth of drainage, width of drainage, and distance of drainage from receivers to sources. 
Since this study purposely develops an empirical model for PPV, only significant variables 
with PPV are considered. Significant variables with PPV are the speed and distance, and 
the p-values are less than 0.05 for the mentioned variables. The existence of drainage at 
the locations does not affect PPV since the drainage does not function as barriers as the 
optimum barrier depth should be in the range of 5 to 20 meters (Orehov et al., 2012). The 
maximum depth of drainage recorded at site was only 0.8 meter. The height of the ballast, 
width of ballast, as well as the distance of drainage from receivers to sources also did not 
have significant impact on the PPV as the p-values were more than 0.05.

Multiple Linear Regressions

The first model for multiple linear regressions was computed with the freight PPV as the 
response, while the speed of train (s) and distance (d) were the predictors. Table 4 displays 
the constant values and the three predictors.

The hypotheses for the final estimating mode are declared as follows:
H₀ = The predictor cannot be used for estimating in the PPV model.
H₁ = The predictor can be used for estimating in the PPV model.
Table 4 defines the variables for model of freight trains which are significant with 

the independent variables in predicting the PPV, where the p-values of the multiple linear 
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Table 4 
Multi-linear regression model for freight PPV

Predictor Coef SE Coef T P S R-Sq
Constant 0.5540 0.5461 1.01 0.3128
Speed 0.05553 0.01232 4.51 0.000 0.597443 51.7%
Distance -0.10029 0.03163 -3.17 0.003

regression are smaller than 0.05. This indicates that the null hypothesis (H0) is rejected, 
and the alternative hypothesis (H1) is supported. Therefore, in the model to estimate the 
freight train PPV, these predictors could be used. The standard error of the constant value 
coefficient is 0.5540, the speed value is 0.05553, and distance is -0.10029. Due to the small 
values of the standard error for each variable, the values are dependable in predicting the 
population parameter. The R-squared (R²) and the square root of the mean square error (S) 
determine how fit the model is against the collected data (Minitab, 2010). Table 4 shows 
that the S value is 0.597443, which represents the prediction of the variance of data in the 
linear relationship between the predictor and the response.  R² is used to regulate the linear 
relationship between the predictor and the response. The R² value used for the development 
of the model is 51.7% of the variations.

Table 5 shows the Analysis of Variance (ANOVA) allocation of the output. The 
hypotheses for this test are described as follows:

H0 = The PPV model cannot be used for estimating.
H1 = The PPV model can be used for estimating.
Table 5 proves that the p-value is less than the α-level which is 0.05 leading to the 

acceptance of the H1 and the rejection of the H0. Therefore, the regression model is deemed 
significant, and could be used to elaborate or forecast the freight train PPV if the empirical 
data of the speed and distance are used. In conclusion, the model of estimation is developed 
as shown in Equation 3 in the form of regression equation for the freight PPV,

= 0.554 + 0.0555s – 0.100d 	 [3]

Where:
= 0.554 + 0.0555s – 0.100d  = Peak Particle Velocity (mm/s) for freight type of train

Table 5
ANOVA for the model of freight trains

Source DF SS MS F P
Regression 2 12.6041 6.3020 17.66 0.000
Residual Error 33 11.7790 0.3569
Total 35 24.3831
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s = Speed of train (km/h)
d = distance of receiver to sources (m)

The Equation 3 shows that the important variable coefficient for this model is the speed 
which has a positive sign. This implies that the increase of speed leads to an increase in 
PPV, while the decrease between the receivers and the sources results in the decrease in 
PPV. This pattern of model is similar to the findings made by Paneiro et al. (2015) when 
only speed and distance are considered as the parameters for model development.

Justification of the Regression Model Assumptions for Freight Train Model

The next step involved was the residual plot verification process to decide whether the 
model was appropriate, and the regression projection was identified. The characteristics 
between the fitted response values and the response values observed were the residual 
plots. Figure 10 shows the residual versus fit value plot for freight train PPV. From Figure 
10, residual plot tends to scatter randomly, and the plot is scattered close to the horizontal 
line in correspondence to approximately zero residuals. Hence, the proof of missing terms 
or non-constant variance does not exist (Minitab, 2010).

Normality Test for Residuals of Freight PPV Prediction Model

The goodness-of-fit test and probability plot, such as the Kolmogorov-Smirnov and 
Anderson-Darling normality tests, determine whether the residuals were normally 
distributed. Figures 11 and 12 show that the points are scattered closely around the straight 
line which show that the residuals are normally distributed.

Figure 10. Residual versus fit value plot for freight PPV prediction model
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The tests of hypotheses for Anderson-Darling and Kolmogorov-Smirnov normality 
tests are described as follows:

H0 = The residuals for the predicted model are normal.
H1 = The residuals for the predicted model are not normal.
Since the p-values of the Anderson-Darling and Kolmogorov-Smirnov normality tests 

are more than 0.05, the H0 is accepted, and the residuals follow a normal distribution curve.
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Figure 11. Kolmogorov-Smirnov normality test for freight PPV prediction model

Figure 12. Anderson-Darling normality test for freight PPV prediction model
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MODEL VALIDATION

The developed PPV model for freight trains must be evaluated to determine the ability 
of the model to represent the actual situation and condition to describe the presence of 
variability in a sample other than the set used for the model development.

Scatterplot of the Freight Model

Figure 13 shows the relationship between the empirical PPV and the predicted PPV for 
freight trains developed in this research. Figure 13 demonstrates that the points of predicted 
PPV versus empirically scattered PPV are close around the straight line, indicating that 
the PPV of the predicted model for freight train can be accepted.

Figure 13. Predicted PPV versus empirical PPV
Where PPV empirical is denoted as empirical PPV (mm/s), and PPV predicted using 
Equation 1 is denoted as predicted PPV (mm/s).

RSME, MAE, AND MAPE OF PPV MODEL

Table 6 shows the comparison of RMSE, MAE, ad MAPE of the PPV for freight train 
predicted model. As shown in Table 6, the deviation of RMSE from the empirical value of 
PPV is 0.9712 mm/s, while the deviation of MAE from the empirical value of PPV is 0.7422 
mm/s. The MAPE for the empirical value of PPV is 27.2%. Thus, it can be summarised 
that due to the limited difference values of the RMSE, MAE, and MAPE, the PPV model 
for freight trains is appropriate to estimate the PPV.

Table 6
RMSE, MAE, and MAPE for PPV freight

MODEL RMSE (mm/s) MAE (mm/s) MAPE (%)
PPV Freight 0.9712 0.7422 27.154
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Comparison of Mean for Predicted PPV with Empirical PPV using Paired T-Test

The mean comparison was completed between the PPV from the data observed by taking 
the validation data set and the predicted PPV as shown in Table 7. The alternative and null 
hypotheses are as follows:

H0 = The mean difference for the model is equal to zero.
H1 = The mean difference for the model is not equal to zero.

Table 7
Validation analysis result for PPV from freight 
model

Test Vab
t-statistic 2.04
p-value 0.055

The p-value is 0.055, which is greater 
than 0.05 as shown in Table 7, suggesting 
that the null hypothesis (H0) is not rejected 
at the significance level of 5%. This shows 
that the PPV of the projected commuter 
train model does not vary much from the 
empirical PPV values.

CONCLUSION

Based on the Equation 3 model developed in the multiple linear regressions, it is established 
that PPV of the ground-borne vibration velocity could be calculated using the speed of the 
trains and the distance from the receiver to the sources. It is found that PPV of the ground-
borne vibration velocity increases almost linearly when the speed of the train increases. 
From the regression model, it is discovered that the distance of the receivers (residential 
areas) to the sources (train tracks) produces a reverse effect on the PPV of the ground-
borne induced by freight trains. From Equation 3, when the distance increases, the PPV 
of ground-borne vibration velocity tends to decrease. The closer the residential houses to 
the track, stronger ground-borne vibration can be felt by the residents. To summarise, the 
model developed has been proven to be able to predict the peak value of ground-borne 
vibration velocity induced by freight trains. The model development and other findings 
can be used in future research but limited to the characteristics based on the scopes of this 
study. Practitioners can use the model by using minimal number of tools or even without 
tools to predict the vibrations induced by freight trains at studied sites. The developed model 
is user-friendly and easy to use. In addition, it is reliable because the model undergoes the 
validation and calibration processes. The model developed acts as a bridge between the 
theoretical knowledge and the actual implementation.
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ABSTRACT

The most prominent obstacle facing the construction industry in Yemen is mismanagement. 
Developing appropriate tools, approaches, and standards for managing construction 
projects will contribute effectively to the development and prosperity of the Yemeni 
construction industry. This study aims to provide the tools, approaches and standards for 
project management based on the opinions of the Yemeni advisory bodies. It presents 
an Integrated Cost, Quality, Time, and Scope (ICQTS) diamond framework model by 
developing the traditional triangle model in project management providing a practical 
contribution to researchers and companies working in the construction industry. The study 
uses a descriptive and analytical approach through a comprehensive literature review 
followed by a field study using a designed questionnaire distributed to the relevant Yemeni 
advisory bodies. The study concluded with the development of the traditional triangle 
model resulting in the introduction of the diamond framework model in the management 
of construction projects. Integration management was found to have a strong impact on 

project success presenting the framework 
model as an easy and flexible tool that 
unifies and integrates the processes and 
roles in the project and directing it towards 
achieving project stakeholder objectives. 
The literature largely neglects the impact 
of integration management in the various 
models and is mostly overlooked. Inclusion 
of integration management in the presented 
model will highlight measures of project 
success stressing the need to integrate and 
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manage them together. Future studies may research the differences in the opinions of 
construction companies. 

Keywords: Diamond framework, ICTQS framework, project management, traditional triangle model, Yemen 
construction industry 

INTRODUCTION

Construction projects are unique including the number of parties involved, project 
complexity and large circulating information. Therefore, construction projects face 
several challenges that may lead it to stagger (Alwaly & Alawi, 2020). Deficiencies 
and inefficiencies are frequent issues in the construction industry in all countries of the 
world, including Yemen, which is considered one of the least developed countries in the 
construction industry (Alawi et al., 2016; Alawi & Masoud, 2018). A group of studies 
have examined the factors of failure in the construction industry in Yemen concluding that 
poor construction project management is the main problematic factor in the construction 
industry in Yemen (Alaghbari et al., 2018; Al-Sabahi et al., 2014; Gamil & Rahman, 2020). 
Therefore, developing project management concepts, methods and tools will contribute to 
improving project management performance (Angarita & Gallardo, 2018).

The traditional triangle is considered one of the most important models in project 
management, providing a set of project success measures (scope, time, cost, and quality). 
Recently, however, practitioners and researchers have studied metrics of project success 
keeping in mind the achievement of project goals from a stakeholder perspective (PMBOK, 
2017). Measuring project success is one of the difficult tasks facing researchers and 
practitioners in project management (PMBOK, 2017) due to the lack of a standard definition 
of project success as well as unavailability of a specific methodology for measuring it 
(Kermanshachi, 2016). Mir and Pinnington (2014) and Wateridge (1998) add that few 
interested in project management seriously think about measures of project success. Wells 
Jr (1998) laments the lack of interest in defining project success and sufficing to do so only 
in generic terms. Davis (2014) and Lim and Muhammad (1999) presented a vision for 
project success through partial and total measures, as the partial measures included time, 
cost, quality, performance, and safety. The total measures include the partial measures and 
the actual benefit of the project at the operational stage. The study by Westerveld (2003) 
supports the traditional triangle method in measuring project success according to the 
constraints of scope, time, and cost. However, Heravi and Ilbeigi (2012) found that several 
projects that did not achieve the iron triangle project measures were considered successful as 
they achieved project stakeholder goals. An example are the North Sea projects performed 
in the seventies. They suffered cost and time overruns but were considered successful 
projects since the project stakeholders’ objectives were not related to time or cost measures. 
Ika (2009) and Shenhar et al. (1997) support the view that project success measured by 
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the extent of adherence to the constraints in the traditional triangle means the project is 
managed efficiently but neglecting achievement of stakeholder objectives means the project 
did not meet their expectations. Mir and Pinnington (2014) and Wateridge (1998) indicate 
that the focus of project managers is generally limited to short-term measures related to 
project operational constraints to the detriment of long-term metrics related to project 
stakeholder objectives. Hence the need to develop project management concepts, tools, and 
measures that will improve construction project management performance in the short and 
long-terms to achieve both traditional measures as well as project stakeholder objectives. 

Adding new measures to develop the traditional triangle model has become a necessity 
to support the traditional project success metrics. It is also necessary to search for modern 
methods that keep pace with the recent developments in the concept of project success 
and to address the shortcomings of the traditional triangle model when managing project 
implementation. Several studies have indicated the importance of adding other metrics to 
those of the traditional triangle model (Cao & Hoffman, 2011; Ika, 2009; Nicholas & Steyn, 
2017; Shenhar et al., 2001; Silvius et al., 2017; White & Fortune, 2002). These studies 
confirmed the survival of the main project success metrics of the traditional triangle project. 
Other researchers indicated the need to add new measures to match the requirements of 
the current construction industry to improve project management performance since the 
current traditional triangle model is insufficient to monitor all processes (Atkinson, 1999; 
Ong et al., 2018).

Therefore, this study seeks to bridge the gap in the literature and aims to: 
1.	 Perform a literature review of the subject matter; 
2.	 Conduct a field study and analyze the responses to develop a new framework model 

to enhance construction project management performance; 
3.	 Develop a new framework model based on incorporating integration to the 

traditional triangle model to achieve unification and coordination between all 
operations and activities in the project and directing them towards achieving 
project stakeholder objectives.

The new diamond framework model introduces a new idea in construction project 
management by not relying solely on the traditional project success metrics as constraints 
but as measures that are traded between them through the addition of “integration” as a 
new measure. This is to achieve project success from project stakeholder perspective. This 
study shall present the innovative ICTQS framework model by providing: 

1.	 A comprehensive literature review; 
2.	 The methodology of the study performed and sampling; 
3.	 Questionnaire design and data collection; 
4.	 Data analysis, integration, and triangulation; 
5.	 Results and discussion; and 
6.	 Summary and recommendations. 
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The result is to achieve the main aims and objectives of the study and to propose a 
practical framework model in construction project management in Yemen based on the 
responses of those in the Yemeni construction industry to enhance project management 
performance.

METHODS

This section shall outline the methodology and methods used. The methodology started 
with a comprehensive literature review followed by development of the questionnaire and 
performing the pilot study on the it. The questionnaire was distributed to the respondents and 
collected, analyzed, and results triangulated with the literature to arrive at the conclusions 
and development of the Diamond Framework Model. The following subsections provide 
the steps and details of the methodology and field study.

Literature Review

The literature review incorporated the traditional project metrics and models and the 
developments thereafter as provided in the following subsections.

The Traditional Triangle Model in Project Management. The traditional triangle model 
in project management is considered one of the first models to be used on a large scale as 
it defined the traditional project success measures and the relationship between them. It is 
still used as a basic reference for many researchers and practitioners in the field of project 
management. Many studies have used it. It is considered the focus of metrics affecting the 
success or failure of projects and is used to control project constraints.

Several models providing the main project success factors have evolved from the 
traditional triangle model shown in Figure 1. In 1969 Martin Barnes explained the factors 
of “time”, “cost”, “quality” and the relationship between them by drawing a triangle named 

Figure 1. Project triangle model
Source. Barnes (2007)

Figure 2. The traditional triangle model in project 
management 
Source. Demirkesen and Ozorhon (2017), Wyngaard 
et al. (2012)
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the “project triangle” (Barnes, 2007). The purpose of this triangle was to illustrate the 
importance of balancing the three measures to improve project performance and monitoring.

The project triangle model was the building block that researchers built upon to 
develop measures of project success (Figure 1) (Bennett, 2003; Dobson, 2004; Frame, 
2002; Hamilton, 2001; Turner & Simister, 2000). The traditional triangle model in the 
field of project management emerged representing the main factors of project management 
success: scope, time, cost, and quality (Figure 2) (PMBOK, 2017).

Developments of the Traditional Triangle Model in Project Management. During the 
eighties, Barnes (1988) developed the project triangle model and established a new measure, 
“performance”, replacing it with “quality” and named the new model the “goals triangle”. 
Other researchers developed the project triangle model into various models, either by 
adding or changing measures of project success. Among these models is the “tetrahedron” 
model (Figure 3) that was referred to by Atkinson (1999). Marasco (2004) came out with 
the “pyramid” model (Figure 4) and Wideman (2004) presented the “quadrupeds” model 
(Figure 5). Felician (2011) came out with the “iron hexagon” model (Figure 6) and Ebbesen 
and Hope (2013) presented the “Iron Box” model (Figure 7).

Researchers have named the various models, including the “project triangle” (Devaux, 
1999; Major et al., 2003), “triple constraints” (Bennett, 2003; Dobson, 2004; Frame, 2002; 
Hamilton, 2001; Turner & Simister, 2000), and “the project pyramid” (Marasco, 2004). 
The basic building blocks of the models (Orr, 2007) remained the “traditional triangle” 
(Atkinson, 1999), “the golden triangle” (Lock, 2007; Ong et al., 2018), “the triangle of 
goals and trade-offs” (Barnes, 1988; Williams, 2002), “the square root” (Atkinson, 1999), 
indicators of success (Williams, 2002), the traditional iron triangle (Figure 8) (Caccamese 
& Bragantini, 2012), the iron hexagon (Felician, 2011), and the iron box (Ebbesen & 
Hope, 2013).

When analyzing these models, it is noticed that there is a difference in the types of the 
measures provided in them except for two measures that were fixed in most models: namely, 

Figure 3. Tetrahedron model
Source. Atkinson (1999)

Figure 4. Project pyramid model 
Source: Marasco (2004)
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Figure 5. Quadrilaterals model 
Source. Wideman (2004)

Figure 6. The Iron Hexagon model 
Source. Felician (2011)

Figure 7. Model of the Iron Box 
Source. Ebbesen and Hope (2013)

Figure 8. The Traditional Iron model
Source: Caccamese and Bragantini (2012)

“time” and “cost”. Some studies referred to these measures as “schedule” and “budget” 
(Vahidi & Greenwood, 2009). Over the past fifty years researchers have conducted several 
studies in the field of project management through which they reached several measures 
and factors affecting the success of the project (Atkinson, 1999; Caccamese & Bragantini, 
2012; Felician, 2011; Nicholas & Steyn, 2017). The development of the model during the 
last five decades is presented in Table 1.

From Table 1, it is noted that the “traditional triangle model” has been at the forefront 
of project success measures during the three periods. This model has been the reference 
and the basis for measures of project success. It can be considered the foundation model on 
which researchers built on in their studies to achieve traditional success measures. Several 
alternative measures have been proposed as illustrated in Table 2.
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Table 1
Measures and success factors of the project from 1960 until now 

Periods

Measures & 
success factors

Period 1
1960s-1980s

Period 2
1980s-2000s

Period 3
2000s - until now

Success measures "The traditional 
triangle model"
Time, cost,
and quality

Traditional Triangle plus: 
Customer satisfaction, 
benefits for the 
organization (ORG), end 
user satisfaction, benefits 
for stakeholders, benefits 
for project staff.

The traditional triangle model:
The strategic objective of client 
organizations and business success, 
end-user satisfaction, benefits for 
stakeholders, benefits for project 
personnel, symbolic and rhetorical 
assessments of success and failure.

Success factors Anecdotal lists Lists of CSFs + set of 
frameworks.

More comprehensive CSF 
frameworks, symbolism, and 
rhetoric of success factors

Confirmation of 
the study

Project 
management 
success

Project / product success Project / product, portfolio, 
program success, narration of 
success and failure

Source. Nicholas and Steyn (2017)

Table 2
Traditional measures and some alternative standards 

Project

Traditional 
measure 
& standard

Project of triangle 
model Project of trade-offs Project of success / 

failure

Traditional Measures Time, cost, scope, quality 
/ performance

Time, cost, scope Time, cost, scope, 
quality/ performance

Examples of standards 
recommended 
presented by Orr 
(2007)

Specifications, risks, 
people, resources, 
exclusion, speed, external 
environment, information
The system, benefits to 
the organization, benefits 
to the stakeholder 
community.

Quality, external 
environment, management, 
and project team,
Outlook, Resources,
Reliability, Control, 
Service,
Response, reputation, 
market position, profit.

Various stakeholders
Success criteria, 
customer satisfaction
The external 
regulatory 
environment
Project managers, 
team members.

Source. Orr (2007)

Integration Role in Projects Success. Several studies have indicated the importance and 
role of “integration” in the success of projects. The study by Demirkesen and Ozorhon 
(2017) concluded that integration management has a noticeable effect in improving project 
management performance. This helps achieve the stakeholder project objectives. In their 
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study, Asif et al. (2010) concluded that “integration” is an approved process to improve 
the structure of the administrative system and contributes to meeting the requirements of 
stakeholders. Demirkesen and Ozorhon (2017) and Eisner et al. (1993) also indicated that 
integration management is one of the most important elements in systems engineering. The 
study introduced a concept called “integration engineering” that includes environmental 
operability, requirements and interfaces and testing and validation of the work program as 
essential elements. The study also indicated the main elements of integration management 
such as schedule, cost calculation and documents which are the basic components of 
systems engineering. The researchers imply that project integration management is a 
prerequisite for the correct coordination between project activities as it impacts on project 
success.

Studies have shown that there is an important role for effective integration in project 
management success (Berteaux & Javernick-Will, 2015; Halfawy & Froese, 2007; Ozorhon 
et al., 2014; Ospina-Alvarado et al., 2016; Tatum, 1990). The Project Management Guide 
also identified the ten main areas of project management knowledge, and among these 
areas, project integration management is the first area. This includes planning, assembly, 
standardization, and coordination processes for integrated project management (PMBOK, 
2017).

Comment. The period in which the traditional triangle model appeared until today has 
been accompanied by significant technological changes and developments. For example, 
computers and software, structural robots, and artificial intelligence. have affected various 
aspects of life in general including the construction industry. This has led to the development 
of measuring project success to include the project’s achievement of project stakeholder 
objectives. This has also contributed to emergence of modern management approaches to 
keep pace with these changes through the development of project management processes 
and tools. Therefore, adding new measures to improve the traditional triangle model has 
become a necessity to support the traditional project success metrics. It is also necessary 
to research modern approaches that keep pace with the development of project success 
metrics addressing aspects of deficiencies in the traditional triangle model.

It is noticeable that each measure of project success in the traditional triangle model 
deals with a specific aspect of project management. For example, the measure of “time” 
relates to estimation and management of time for project implementation. Each measure 
handles one aspect of the project except for the quality measure that affects, and is affected 
by, other measures (e.g., time and cost). Furthermore, the metrics shown, as well as other 
metrics not shown in the traditional triangle are interrelated. Therefore, these metrics 
need a new measure that achieves integration between them to achieve the goals from the 
stakeholders’ perspective to enhance the probability of achieving project objectives and 
project success. 
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The following points are evident from previous studies:
1.	 The traditional triangle remains the basis for measuring project success; 
2.	 The current measures of project success are insufficient and there is a need to 

develop the traditional triangle model by adding other measures; 
3.	 Direction of measuring project success includes achieving project stakeholder 

objectives; 
4.	 Integration has a positive effect on the project success and performance and assist 

in achieving the project stakeholder objectives; 
5.	 Integration is an important measure for unifying and coordinating the processes and 

roles in the project and directing them towards project success and the achievement 
of its objectives.

Research Approach and Design 

The researcher conducted a field study in which the main hypothesis was tested through 
a questionnaire designed by the researcher specifically for this purpose, taking advantage 
of the PMBOK (2017). The questionnaire was evaluated by a group of academics and 
practitioners specializing in project management. The advisory bodies that manage 
construction projects in Yemen were targeted and selected by simple random sampling. 
The data was collected, analyzed and results obtained. Figure 9 illustrates the methodology 
and steps used in the study.

Figure 9. A drawing showing the methodology and steps used in the study
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The Study Sample

The target sample included the agencies in charge of managing construction projects in 
the Republic of Yemen, which numbered 674 according to the database of the Ministry of 
Industry and Trade (2020). To obtain a statistical representative sample, Equation 1 was 
used according to Hogg and Tannis (2009) as follows:

				    (1)

Whereas:
(m) unlimited sample size,
(N) limited sample size,
To find the value of (m), Equation 2 was used:

				    (2)

Whereas:
(z) The value indicates the level of confidence (for example: 2.575, 1.96, and 1.645 
represent the confidence levels at 99%, 95%, and 90%, respectively),
(p) The degree of variance between elements of the target sample (0.5),
(Ԑ) Maximum point selection error.

Using a confidence level of 95% and a level of significance at 5% when the sample 
size is not specified, the estimation of the value of (m) is clarified by applying Equation 
2 as follows:

	

When conducting the survey one engineer was targeted for each consulting body with 
a total of 674 engineers making the total number of the selected sample, (N) equal to 674. 
Thus, the size of the sample required to make the work successful out of the total target 
sample can be calculated by applying Equation 1 as follows:
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Questionnaire Design

The questionnaire was designed to test a main hypothesis H1. Effectiveness of “integration 
management” has a direct and positive effect on “project success measures”. Figure 10 
presents a link between integration management and project success measures, as the 
questionnaire consisted of three main sections: 

1.	 Information about the consulting bodies, including age, job, years of experience, 
training courses, methodology used, number of employees, and number of projects; 

2.	 The variables related to achieving the requirements of integration management 
(the independent variable) included: the development of the project charter, 
the integration of the project management plan, the integration of directing 
and managing the project operations, the integration of project knowledge, the 
integration of follow-up and control of project work, the integration of change, 
and the closure of the project or the stage; 

3.	 The variables of project success measures in the traditional triangle are: scope, time, 
cost, and quality, which are usually considered project success metrics (PMBOK, 
2017). The second and third sections of the questionnaire were prepared based on 
the Project Management Manual (PMBOK, 2017) issued by the American Project 
Management Institute.

As stated previously, the questionnaire was evaluated by a group of specialized 
academicians and practicing experts to ensure its effectiveness and suitability for the 
purpose of the study. This pilot study was conducted to ensure the questionnaire is practical 
for the purpose of the study.

Figure 10. A link between integration management and project success measures

Methods for Data Collection

An online questionnaire was designed and administered to ensure obtaining the required 
sample size of 245. A simple random sample of 523 questionnaires were delivered and 
235 responded on time. 18 questionnaires were excluded because they were not completed 



1798 Pertanika J. Sci. & Technol. 29 (3): 1787 - 1809 (2021)

Muaadh Yahya Al-Kuhail, Hamoud Ahmed Al-Dafiry, Tarek Abdullah Barakat and Abdulwahad Al-Ansi

properly. The total number of questionnaires that were used in the analysis was 217 
questionnaires, which constitutes 88.57% of the required sample size.

Study Tool Scale. The researcher used a five-point Likert scale for the responses of the 
study sample as shown in Table 3.

Table 3
Likert scale

Response Very High High Medium Low Very Low
Class 5 4 3 2 1

When the engineer (respondent) selects the score (5) for the response it was “very 
high” and the relative weight in this case is 100% and relative weights for responses are 
as provided in Table 4 (Likert, 1932).

Table 4
The relative weight

Serial Verbal Appreciation Relative weight (from – to) The rate is 100%
1 Very High 4.20-5.00 100%
2 High 3.40-4.19 85.1%
3 Medium 2.60-3.39 68.5%
4 Low 1.80-2.59 49.8%
5 Very Low <1.79 < 30%

After performing the validity and reliability test of the questionnaire, the researcher 
used the calculation of the correlation coefficient, the regression analysis, and the regression 
variance to test the hypothesis. The results of the analysis of the quantitative data confirmed 
the effect of integration on project success. This is consistent with the qualitative data 
obtained from the literature review.

Data Analysis 

The data was entered and analyzed through the SPSS Version 23 (Statistical Package for 
the Social Sciences) program. The researcher tested the validity of the internal consistency, 
(i.e., the consistency of each axis of the questionnaire) by calculating the correlation 
coefficients between each axis and the total degree of the axis itself. The results are that 
the correlation coefficient between each of the paragraphs of the axis and the total score 
of the axis itself is a function of a significance level value of α = 0.05, making the axis 
true to what was measured.

The stability of the questionnaire is an important characteristic of the study tool and is 
intended to show that it should give the same results if they are redistributed again under 
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the same conditions. This means stability in the results obtained from the questionnaire 
would not change significantly in the event of repeating distribution on the same sample. 
During certain periods of time, the researcher verified the stability of the study’s resolution 
through the Cronbach’s Alpha Coefficient method where the results indicated that all study 
axes are stable as the internal consistency of all axes reached (0.9590), which is a high 
value. The higher the value of (Alpha Cronbach), approaching one, the more the internal 
consistency increases. As for the normal distribution of data test, the researcher did not 
perform it because the number of questionnaires exceeded thirty questionnaires. Therefore, 
the data is considered normally distributed (Daher, 2018).

Integration and Triangulation of the New Framework Model

Triangulation mainly aims to strengthen the methodological structure of scientific 
research. The researcher used multiple methodologies and tools to research the topic to 
improve the validity of the results. Achieving integration between the different methods 
and data sources is important to form a complete picture of the topic, as each complement 
completes the other. Integration assumes that quantitative and qualitative methods do not 
study the same reality. Each focus on a specific angle. Quantitative data aims to clarify 
the effect of integration on project success and the development of the framework model 
in an objective way. The qualitative data obtained from the literature review was about 
the traditional triangle model, its development, the need to develop it, and the impact of 
integration on project success. Both the quantitative data obtained from survey responses 
and the qualitative data obtained from the literature show a good fit. The ICTQS framework 
model is validated from both sources of data. 

RESULTS	

The questionnaire collected data on the study sample, which was varied in terms of the 
employer. It was found that the responses to the questionnaire were: 51.6% are from 
government agencies, 15.2% are from engineering offices, 13.4% are from contracting 
companies, and 5.1% are from consulting firms. 74.2% of the respondents were top-level 
managers, while 25.8% of the respondents were engineers. The results showing the level 
of success and the level of achieving the requirements of integration management are 
provided in Table 5.

Table 5 
The level of integration management and project success

Serial Variable Mean Standard deviation Level
1 Integration 3.36 0.74 Medium
2 Project success 3.32 0.64 Medium



1800 Pertanika J. Sci. & Technol. 29 (3): 1787 - 1809 (2021)

Muaadh Yahya Al-Kuhail, Hamoud Ahmed Al-Dafiry, Tarek Abdullah Barakat and Abdulwahad Al-Ansi

It is noticeable that the arithmetic average of the level of achieving the requirements of 
integration management reached (3.36) with a degree (average) and the standard deviation 
(0.744). As for the variables of integration management, they were distributed between 
medium and high degree, where the arithmetic mean of the variable was less than (3) 
and of relative importance 56.60% and a standard deviation (1) relating to knowledge 
management. Relating to project closure, the highest mean is (3.62), standard deviation 
(0.9210) and relative importance of 72% indicating the importance of reviewing all 
project works and documents before project completion. As for the variables of the project 
success, the arithmetic mean of all the axes reached (3.32) with a degree (average) for all 
variables and the standard deviation (0.64). The arithmetic mean of the least variable was 
(3.2), relative importance of 64%, and a standard deviation (0.717) relating to the schedule 
variable. Furthermore, the highest arithmetic average is (3.38), standard deviation (0.73) 
and relative importance of 67.6% relating to the cost management variable showing that 
project managers are more successful in cost management. 

To obtain the relationship between achieving the integration management requirements 
and the success of the project, the correlation coefficient, the regression analysis, and 
regression variance were calculated. The value of the correlation coefficient was (0.87) 
at a significance level (0.00) indicating the existence of a positive, statistically significant 
relationship, after which an analysis test was used. By simple linear regression, the value 
of the total correlation coefficient was 0.87, the value of the coefficient of determination 
was 0.76, and corrected determination coefficient of 0.76 indicating that achieving the 
integration requirements explains 76% of the changes in the dependent variable. The value 
of the significance level of 0.00 for the F-test. A value (less than 0.05) means there is an 
effect attributable to the achievement of integration requirements on the success of the 
project. This means that there is statistical significance, and accordingly, we accept the 
hypothesis that states: Effectiveness of “integration management” has a direct and positive 
effect on “project success measures”. 

Through the value of the estimate, it becomes clear that the relationship is positive, and 
is (0.76). This means that integration management affects 76% of the variance in the success 
of the project (Figure 11) where the results were obtained from the field study confirming 

Figure 11. The path parameter between integration management and project success metrics
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the important role that integration management plays in the success of the project. We can 
say that integration management is an important measure of the success of the project. 
This measure has been developed in the diamond framework templat

Proposed Framework

Based on the literature review and the results of the field study that confirmed the effective 
role of integration management in the success of the project, the researcher developed a 
modern framework model. This is based on adding integration to the project success metrics 
in the traditional triangle and developing a new model.

There is no doubt that the measures and factors that the researcher has reached, in 
addition to the measures of project success in the traditional triangle model, have an 
impact on the success of a project. The measures of project success in the literature seem 
to pinpoint certain success measures without due regard to others. The traditional triangle 
model needs a comprehensive measure that connects and unifies the various project success 
measures to achieve project stakeholder goals.

Each measure of project success in the traditional triangle model is separate by itself 
and deals with a certain aspect in project management apart from the quality measure which 
affects other measures. This effect remains limited in the framework for achieving quality 
requirements in the project. Therefore, the need for a new measure that incorporates various 
operations and controls outcomes remains. Activities necessary to integrate, standardize 
and direct project management processes and activities to achieve project objectives is 
not clear in the various models. Furthermore, a gap remains between the PMI and the 
models provided in the literature. It further lacks incorporation of the various stakeholder 
perspectives. 

Project success can be expressed as the level the project has achieved objectives from 
stakeholder perspective. In the current models’ project success depends on the trade-offs 
between the measures related to project management, which are “scope”, “time” and 
“cost”. The trade-offs may be for calculating one measure at the expense of the other two 
based on the priority given. The project objectives determine the priority which may be for 
project time when time is the priority. When the cost is a priority, the focus is competition 
on price. The priority may be for scope when the main objectives are the characteristics 
and features. There is a tradeoff and balance that needs to be addressed, not only between 
the three measures, but incorporating other measures and factors. The need for a metric 
that handles trade-offs between the various project success metrics to achieve project 
stakeholder goals emerges.

The measure of “integration” can bridge this gap. It includes the integration and 
standardization of all other measures, processes and activities in project management and 
ensures a proper trade-off between all measures to achieve project objectives. “Integration” 
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is defined as “managing operations as well as activities for identification, grouping, 
standardization and coordination of the various operations of the project in the project 
management plan” (PMBOK, 2017).

Few previous studies have touched upon adding the “integration” measure to the 
traditional project success measures “scope”, “time”, “cost”, “quality” to develop the 
traditional triangle model in project management. This is even though “integration” is one 
of the most important factors affecting project success and is considered the first area of ​​
knowledge in project management (PMBOK, 2017). It is concerned with the performance 
of the project as a whole and through it the project management plan is developed including 
all knowledge areas in project management.

Given the main role of integration management in project success and its close 
link with performance, this study aims to develop measures of project success in the 
traditional triangle model. It proposes a new and comprehensive framework to improve the 
performance of project management by relying on development of the traditional triangle 
model by adding the measure of “integration” to the measures of “scope”, “time”, “cost”, 
and “quality”. “Integration” includes a set of processes, activities and roles that ensure 
identification, definition, compilation, standardization, and coordination of the various 
operations of the project in the project management plan. This will probably lead to 
achieving the goals in line with the expectations of the stakeholders, as well as continuously 
monitoring and developing performance.

The above clearly demonstrates that the “integration” measure can be considered the 
fifth metric that will support the four traditional project success measures through which 
the traditional triangle model for project management is developed into a new model. The 
new model is a “Diamond” shape consisting of four peaks. On the four peaks there are 
the measures “scope”, “time”, “cost”, and “quality” with the fifth measure “integration” 
at the heart of the Diamond as shown in (Figure 12).

Figure 12. Developing ICTQS Diamond Framework Model for Project Management
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Benefits of ‘Integration’ in the ICTQS Diamond Framework

The benefits of integration are evident through the processes of integration management, 
as it has a relationship with the elements and stages that have a significant impact on the 
project’s path. Some of the benefits can be summarized in the following points:

1.	 Integration processes support performance monitoring and contribute to its 
continuous development through comprehensive planning for all areas of project 
management. It develops plans based on lessons learned, as well as through the 
process of continuous business orientation and making corrections at an early stage 
of project implementation based on periodic performance reports and stakeholders’ 
expectations. 

2.	 Integration supports knowledge in its two parts, “explicit knowledge” and “tacit 
knowledge”. This is done by introducing activities and techniques through which 
knowledge is integrated between the project team and the continuous development 
of the areas of knowledge deficiencies within the project team. This ensures that 
the necessary knowledge is available to the project team at an early stage from the 
start of the project, especially those relating to the expectations of the stakeholders 
about the project. This is what continuously enhances the project’s performance.

3.	 Integration is also concerned with controlling the change orders, which is one of 
the main influences on the progress of the project and the success of its objectives 
from stakeholder perspective. Its proper management in a way that avoids the 
project many of the risks affecting the constraints of the project is required.

4.	 Integration manages the project closing phase and ensures that the initial receipt 
and final handover, updating and archiving of documents to improve future 
performance. Furthermore, it verifies stakeholder satisfaction and achieving goals 
from their perspective to ensure that no risks occur after the closing phase.

5.	 Integration endeavors to reduce ambiguity and uncertainty, which are problems 
facing the project team, especially the expectations of the beneficiaries. Success 
in achieving the project objectives according to the expectations of stakeholders 
is particularly important. It requires skills to elicit the desires of stakeholders 
and reach their expectations about the project and is what is achieved through 
integration management.

DISCUSSION

The research seeks to expand the conceptual boundaries of project management and to 
provide greater links between research and practice (Winter et al., 2006) until reaching 
an effective measure of project success, as success is always subjective. The proposed 
framework was developed by quantitative data obtained through a survey verifying the 
effect of integration management on project success. This has revealed the great impact 



1804 Pertanika J. Sci. & Technol. 29 (3): 1787 - 1809 (2021)

Muaadh Yahya Al-Kuhail, Hamoud Ahmed Al-Dafiry, Tarek Abdullah Barakat and Abdulwahad Al-Ansi

of integration management on the success of the project. This is consistent with other 
studies which concluded the existence of a critical role for integration management on 
project success (Asif et al., 2010; Berteaux & Javernick-Will, 2015; Halfawy & Froese, 
2007; Ospina-Alvarado et al., 2016; Ozorhon et al., 2014; Silvius et al., 2017; Tatum, 
1990). However, we find some differences between the results of the current study and 
the results of the study by Silvius et al. (2017) which concluded that quality management 
was the most influential measure on the success of the project. Cost management was 
the most influential on the success of the project in the current study showing the benefit 
of developing measures of project success to arrive at metrics that effectively reflect the 
success of the project. 

The benefits of the Diamond Framework can be summarized in the following points:
1.	 The diamond framework is considered a modern, disciplined, and accurate tool 

for measuring the success of construction project management. 
2.	 The model works to improve and develop a set of rules and behaviors in managing 

construction projects in accordance with modern principles of project management. 
3.	 The project team assists in evaluating project management and identifying potential 

gaps in project management to avoid their negative impacts. 
4.	 The model contributes to enhancing project management performance in all areas 

by integrating all processes and roles and directing them towards achieving project 
stakeholder goals. 

5.	 The model provides an improvement for project success metrics in a simple form 
that can be easily understood. 

6.	 The framework helps make trade-offs between the traditional project constraints 
geared towards achieving project stakeholder goals. 

7.	 The framework supports knowledge management to continuously develop tools and 
administrative and technical skills to keep pace with changes and developments.

CONCLUSION

After more than fifty years from the emergence of the traditional triangle model in project 
management, it has become important to develop it considering the challenges facing the 
construction industry in the twenty-first century (Barnes, 2007). Among these challenges is 
the achievement of project stakeholder objectives. From the data collected from the survey 
and the analysis performed, the need to develop project success measures in the traditional 
triangle became clear. Adding integration to project success metrics will contribute to 
achieving project goals and improving performance in general. This study aimed to develop 
the diamond model grounded in the data. Based on the data the developed model relies on 
developing the shape and measures of the traditional triangle model in project management 
by adding “integration”. 
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The study concluded by the development of the traditional triangle model and the 
introduction of the Diamond Model (ICTQS) for construction project management, 
which is a “Diamond” shape consisting of four peaks. On the four peaks, there are the 
measures of “scope”, “time”, “cost”, and “quality”. The fifth measure of “integration” is 
at the heart of the diamond where the author concludes that there is a significant impact of 
integration management on project success based on the fit between the quantitative and 
qualitative data. Integration enhances the effectiveness of the proposed framework model 
as a mechanism for project operation and measuring and evaluating project performance. 
It is also a tool to support the project team in overcoming the problems facing construction 
project management in Yemen and developing the Yemeni construction industry. The new 
idea is not based on considering the measures of scope, time, and cost as constraints, but as 
measures that are traded between them through the new “integration” measure to achieve 
project success from the project stakeholder perspective. 

The study was restricted to studying the opinions of advisory bodies in Yemen. Future 
studies could address construction companies to study any differences. The researcher 
recommends continuing the creative development of the traditional triangle model in 
construction project management. This may be done by reviewing the measures of project 
success and the relationship between them and the influence on each other to assist the 
success of construction projects. The study needs further testing to clarify the impact of 
the implementation of the Diamond Action Framework (ICTQS) on the performance of 
construction project management and its importance in achieving project stakeholder 
objectives.
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ABSTRACT

In this research, the problem of magnetohydrodynamic flow and heat transfer over an 
exponentially stretching/shrinking sheet in ferrofluids is presented. The governing partial 
differential equations are transformed into nonlinear ordinary differential equations by 
applying suitable similarity transformations. These equations are then solved numerically 
using the shooting method for some pertinent parameters. For this research, the water-based 
ferrofluid is considered with three types of ferroparticles: magnetite, cobalt ferrite, and 
manganese-zinc ferrite. The numerical solutions on the skin friction coefficient, Nusselt 
number, velocity and temperature profiles influenced by the magnetic parameter, wall 
mass transfer parameter, stretching/shrinking parameter, and volume fraction of solid 
ferroparticle are graphically displayed and discussed in more details. The existences of 
dual solutions are noticeable for the stretching/shrinking case in a specific range of limit. 
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INTRODUCTION

Nanofluid is a fluid that consists of small quantities of nanometer-size (usually less than 
100 nm) particles known as nanoparticles. Choi and Eastman (1995) reported nanoparticles 
are a new way of how heat move the fluids, which show engineered colloids consist of 
nanoparticles by dispersing in conventional heat transfer fluids. Tiwari and Das (2007) have 
initiated a model to investigate the characteristics of nanoparticles. Within two-sided lid-
driven, there are nanoparticles with a disparately heated square cavity. The effects showed 
the ability of heat transport might be increased when nanoparticles are mixed with the fluid. 
These nanoparticles are steadily dispersed and have potential as an efficient heat transport 
agent because of the more considerable value of thermal conductivity (Muthtamilselvan 
et al., 2010).  

Besides, there is a magnetic nanofluid known as ferrofluid which is composed of 
magnetic nanoparticles. The example of ferrofluids is hematite and magnetite. Besides, 
ferrofluid is useful since it has a flexible functioning in the existence of a magnetic field. It 
had drawn the researchers’ attention due to a lot of applications in cooling of loudspeakers, 
mechanoelectrical areas and biomedical sections (magnetic resonance tomography, drug 
delivery, cancer treatment and improvement of magnetic resonance image) (Odenbach, 
2003; Blaney, 2007; Shokrollahi, 2013). Ferrofluid also has exhilarating present real-world 
applications. An extensive advantage is that the liquid can be forced to flow by way of the 
positioning and vitality of the magnetic field so that the ferrofluid can be arranged very 
accurately. Ferrofluids have the capability of reducing friction, making them useful in a 
variety of electronic and transportation applications. The additional different fields in which 
ferrofluids can be applied are heat transfer, aerospace, and art. 

Bhattacharyya (2011) has reported a very systematic method known as the shooting 
technique to solve the problem of heat transfer. This problem is focused on the two-
dimensional flow of Newtonian fluid. This analysis showed that when the parameter of mass 
suction goes over the limit, the flow is stable because of the exponential shrinking sheet. 
Then, other achievements have been obtained in both solutions for velocity and temperature 
profiles. Higher number of mass suction in  the first solution caused a rising number 
in skin friction while decreasing in the second solution. According to Bhattacharyya and 
Vajravelu (2012), they focused on the shrinking layer which is boundary layer stagnation-
point flow and heat transport. Resolving the problem, similarity equations and shooting 
technique have been applied. They found a small number of similarity solutions obtained 
in linear shrinking sheet case compared to exponentially shrinking case. When the straining 
rate is more extensive than the shrinking rate, dual solutions exist with some conditions 
and the capability of heat absorption may be possible happen. Research of three preferred 
nanofluids such as copper, alumina, and titania with Prandtl number 2.6Pr = has been 
considered by Bachok et al. (2012) and heat transfer rate by using the shooting method. 
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They found that the similarity solution for exponentially stretching/shrinking sheet occurs 
higher for the linear case. A non-unique solution exists for the shrinking sheet while differ 
from the stretching part. Then, an increasing value of skin friction and heat movement due 
to insertion nanoparticles into water-based fluid. Finally, they found the most significant 
value of skin friction and Nusselt number is copper. Nadeem et al. (2014) researched about 
nanoparticles specifically in water-based heat transfer at the exponentially stretching sheet. 
A variety of governing parameters such as temperature, stretching and volume fraction 
are analyzed to see the effect on the profiles, the physical quantities and heat transfer rate. 
Runge Kutta 4th order and shooting method are used to determine the ordinary differential 
equations. They analyzed the temperature profiles increased when the nanofluid volume 
fraction increases. Then, increasing in stretching parameter also increasing in the skin 
friction coefficient and rate of heat transmission. Resistance copper absorption in the fluid 
is higher than titanium dioxide and alumina, which are the same results with the previous 
study as mentioned above. 

Recently, in magnetic fields, many researchers study how the fluid is conducted 
electrically and the heat transfer of viscous fluid along the surface. A study by Noghrehabadi 
et al. (2014) found varieties of applications in magnetohydrodynamic (MHD) flow in the 
engineering and industrial. Bhattacharyya and Pop (2011) have studied the exponentially 
shrinking sheet along with magnetohydrodynamic movement. By implementing the 
shooting method, they found how the separation of the boundary layer is delayed. It 
happened because of the suppression of Lorentz force on the vorticity produced due to 
the shrinking sheet. An increasing magnetic field also affected the steady outflow of the 
exponential shrinking layer and produced a lesser amount of wall mass suction. Two 
different solutions also achieved for the flow field in a particular case. Using the Keller-box 
method, Ishak (2011) studied a problem of radiation effect on stretching sheet exponentially 
with magnetohydrodynamic layer flow. He discovered that bigger number of radiation and 
magnetic existing the regional heat of lower rate. Then, Bhattacharyya and Layek (2014) 
investigated the porous sheet with the consequence of flow in the magnetohydrodynamic 
boundary layer of nanofluid. By applying the shooting method, they noted a more significant 
number in volume fraction of nanofluids and temperature occur because of the magnetic. 
Besides, due to the exponential stretching sheet, the magnetic field decreased the heat 
transfer rate. Apart from that, the volume fraction of nanoparticles and temperature inside 
the boundary layer seemed to increase as a result of this magnetic region. The thickness 
of the velocity boundary layer becomes thinner due to the mass suction, whereas thicker 
in the injection case. Alavi et al. (2017) have reported the problem of stretching sheet 
exponentially over wall temperature, heat flux and magnetohydrodynamic stagnation point 
flow. The problem is to work out numerically with a method known as Keller-box. An 
increase in magnetic parameter also increased the velocity. Besides, this happened because 
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of the existence of wall temperature and heat flux too. Jusoh et al. (2018) have reviewed 
porous layer stretching/shrinking exponentially and solved by bvp4c function known as 
the finite-difference code of Matlab solver. They found that suction in boundary condition 
has shown the surface is permeable and dual solutions had occurred in a particular region 
of the shrinking sheet problem. Higher magnetic parameter increased induced Lorentz 
force and decreased the momentum within the layer. 

Another study, Mansur et al. (2015) have reviewed studies on the influence of suction 
on magnetohydrodynamic stagnation point flow in nanofluid over a stretching/shrinking 
sheet. By applying bvp4c function from Matlab, they concluded that the first and second 
solutions existed in shrinking. However, a special solution exists in the stretching case 
only. An increase of suction and magnetic field will also increase the stability of the 
skin friction while the heat transfer rate decreases due to the Brownian parameter and 
thermophoresis parameter. Then, the investigation of the consequence of injection/suction 
for magnetohydrodynamic flow throughout a porous stretching/shrinking sheet of nanofluids 
has been found by Naramgari and Sulochana (2016). They noticed for certain parameters; 
the dual solutions only happen for some range. In the stretching surface, the heat transfer rate 
is reduced because the magnetic field even the stretching/shrinking and injection/suction 
parameters can increase the enhancement of heat transfer. Ramli et al. (2018) reported 
the reaction of uniform heat change and second-order slip on magnetohydrodynamic 
flow involving the forced convection and a moving plate to study the motion of heat in 
ferrofluids. They analyzed how the skin friction, Nusselt number, velocity, and temperature 
affected by the parameter of magnetic, moving, mass transfer, first-order surface slip, 
second-order surface slip and volume fraction of solid ferroparticles in the form of tabular 
and graphical presentations by using the shooting method. The final discussion shows that 
ferrofluids base fluid produced the smallest skin friction and local Nusselt number than 
kerosene-based ferrofluids in both results. Thus, it delayed the separation of the boundary 
layer when the volume fraction of ferrofluids combined with the effects of the magnetic, 
moving, mass transfer, and slip parameters. A problem of linearly stretching/shrinking 
sheet in nanofluids involving the stagnation-point of magnetohydrodynamic motion has 
been investigated by Rahman et al. (2019). The titania, alumina and copper are metallic 
nanoparticles that are used to analyze the volume fraction parameter of the nanoparticles 
in water with the Prandtl number=6.2. In solving boundary value problems, the function 
of bvp4c from Matlab has been used due to its effectiveness. The final solution shows 
that the magnetic field and nanoparticles volume fraction will affect the momentum and 
temperature. Apart from that, non-unique results of dual solutions only obtained for the 
shrinking sheet case while different results for the stretching sheet case. Then, Mohamed 
et al. (2019) have reported the impact of Newtonian heating on magnetite. They applied 
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Runge-Kutta-Fehlberg to calculate numerically, and the final solutions shown the magnetite 
ferrofluid provided greater value for the heat transfer and temperature of the wall than water. 

According to the literature, many researchers have attempted the problem of 
magnetohydrodynamic flow and heat transfer but not specifically in the ferrofluids. In 
this paper, we want to study the magnetohydrodynamic flow and heat transfer over an 
exponentially stretching/shrinking sheet in ferrofluids. This research is related to the Tiwari 
and Das’ model. Thus, to interpret the ordinary differential equation, a shooting technique 
will be applied with the similarity variation. Then, it is resolved numerically and, the 
numerical results are discussed in detail and plotted graphically.

MATERIALS AND METHOD

Basic Equations 

This problem is related with three preferred ferrofluids of magnetohydrodynamic boundary 
layer flow. The flow is in steady and laminar case. Due to the magnetic field, heat motion 
over an exponentially stretching/shrinking sheet, have been studied. The supposed 
temperature of boundary layer of the sheet is Lx/

0w eΤΤΤ 2+= ∞ where wT  is the sheet’s 
temperature variable, ∞T is the free stream temperature predicted to be persistent and 0T
is an ambient temperature to calculate temperature’s rate which increase along the surface 
of the layer. We noted Lx

w aexU /)( =  is the stretching/shrinking velocity where, a is the 
velocity rate of stretching/shrinking with a > 0 for stretching, a < 0 for shrinking and L is 
the reference velocity. The physical models and coordinate system are pictured in Figure 1.
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Figure 1. Physical models and coordinate system for stretching and shrinking cases

Basic equations are assumed and under consideration are as follows (Equations 1, 2 & 3) 
(Bhattacharrya & Pop, 2011; Magyari & Keller,1999):
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with the following boundary conditions (Equation 4)

),(xUu wλ= ,wvv = ,wTT = at ,0=y
 

,0→u ,∞→TT as ,∞→y  
where u and v are the elements of velocity along the x- and y- axes,σ is an electrical 
conductivity, B is the total magnetic field, λ is the stretching/shrinking parameter, σ is 
an electrical conductivity, T is the temperature, and wv is the variable wall mass transfer 
velocity. Here, ffν denotes the kinematic viscosity of the ferrofluid, ffα is the thermal 
diffusivity of the ferrofluid and ffα is the density of the ferrofluid, which are defined as 
Equation 5:

(1)

(2)

(3)

(4)
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where ffµ  is ferrofluid’s viscosity, fµ is fluid’s viscosity, ϕ  is defined as volume fraction of 
ferroparticle, ffpC )(ρ is ferrofluid’s heat capacity, ffk is ferrofluid’s thermal conductivity,   

fk is fluid’s thermal conductivity and sk is solid fraction’s thermal conductivity while fρ  
and sρ are the densities of the fluid and of the solid fractions, respectively. The magnetic 
field )(xB is defined as ,)( 2/

0
LxeBxB = where 0B  denotes a constant magnetic field. Then, 

wv  is considered to be the velocity of wall mass transfer  and is presented by ,2/
0

Lx
w evv =

where 00 <v  for mass suction and 00 >v for mass injection.
By introducing the following similarity transformation, the easier step can be shown by 
using Equation 1-3 with the subjected boundary conditions as in Equation 4 is defined as 
Equation 6:
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where η is the similarity variables, fν  is the fluid’s kinematic viscosity and ψ is the stream 
function which can be specified as yu ∂∂= /ψ and ./ xv ∂−∂= ψ  By employing Equation 
6, Equation 2 and 3 will take the consecutive form of Equations 7 and 8, respectively.
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									                  	 (8)

which primes represent the differentiation of ,η  aLBM fρσ /2 2
0= is the magnetic parameter,  

ffp kC /)(Pr µ= is the Prandtl number.
The transformation of boundary conditions is defined in Equation 9.

,)0( Sf = ,)0(' λ=f ,1)0( =θ  
,0)(' →ηf ,0)( →ηθ as ,∞→η  

						      (9)

where the wall mass transfer parameter is defined as S in which mass suction is .0<S
and mass injection is 0<λ Then stretching/shrinking parameter can be divided into two 
cases which are 0<λ for a shrinking sheet and 0>λ for a stretching sheet.  

Next, the skin friction coefficient fC and local Nusselt number xNu are known as the 
physical quantities and are defined as Equation 10.



Pertanika J. Sci. & Technol. 29 (3): 1811 - 1829 (2021)1818

Nurfazila Rasli and Norshafira Ramli

,2
wf

w
f U

C
ρ
τ

= ,
)( ∞−

=
TTk

xqNu
w

w
x  

					     (10)

while wτ  is the shear stress and wq  is the surface heat flux shown as in Equation 11.
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Where, ffµ is the dynamic viscosity and ffk is thermal conductivity of the ferrofluids, 
respectively. Similarity variables in Equation 6 are applied to obtain Equations 12 and 13.
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ff
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In which fLUwx ν/Re = is the Reynolds number.

RESULT AND DISCUSSION

There is a function of shootlib in Maple software which applicable to run the shooting 
technique to solve Equations 7 and 8 under Equation 9. For this study, the governing 
ordinary differential equations must be converted into an initial value problem with the 
aid of Runge Kutta 4th order method. Besides, we need to guess some of the initial value 
for physical parameters to determine the missing value of )0(f ′′ and ).0(θ ′  The finite 
number of boundary layer thickness ,∞→η namely ∞η must be chosen and for this study, 

10=∞η is used. Newton-Raphson method is required to iterate the correct guessed of 
initial number until convergence is satisfied. In this problem, Newton’s method is used to 
estimate the skin friction and local Nusselt until the results approach zero with the desired 
efficiency of 10-9. For this study, the dual solutions and all profiles are obtained to satisfy 
boundary conditions in Equation 9, yet various pattern displays. 

The influence of the magnetic parameter, M, stretching/shrinking parameter, ,λ mass 
transfer parameter, S, and volume fraction of solid ferroparticles, ϕ  on the skin friction 
coefficient, ,Re 2/1

fx C Nusselt numbers, ,Re 2/1
xx Nu− velocity, f(η) and temperature θ(η) 

were examined. This research involves three preferred ferroparticles which are magnetite, 
cobalt ferrite, and manganese-zinc ferrite in water-based fluid with Pr = 6.2. In addition, the 
volume fraction of solid ferroparticles ϕ  is considered between scale of the 2.00 ≤≤ϕ , 
where the pure water is presented by 0=ϕ  .

Table 1 shown the data of the base fluids and the following ferroparticles about 
thermophysical properties which are found from Khan et al. (2015). Besides, to prove 
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the validity of the current method, the numerical solutions of the local heat )0(f ′′−
are differentiated with those studied by Magyari and Keller (1999) and Bhattacharyya 
and Layek (2014), as shown in Table 2. Compared to the previous study by Magyari and 
Keller (1999), their study was performed without the presence of a magnetic field and 
over exponentially stretching sheet only. Thus, we extend the problem with the presence 
of magnetic field to observe how the magnetic field will affect the flow/motion of the 
fluid in the boundary layer over exponentially stretching and shrinking sheets. Then, this 
present study is also compared to another previous study by Bhattacharyya and Layek 
(2014). We choose the Prandtl number to be fixed and without the presence of the Lewis 
number, Brownian motion parameter and thermophoresis parameter effect. The present 
results are found to be in excellent agreement with the published data and thus gives us 
some confidence in the present numerical results.

Table 1
Thermophysical properties of fluid and magnetic ferroparticles (Khan et al., 2015)

Physical 
Properties

Base Fluid Magnetic nanoparticles
Water Fe3O4                  CoFe2O4               Mn-ZnFe2O4

ρ (kg/m3) 997 5180 4907 4900

pC (j/Kg.k) 4179 670 700 800

k (W/m.k) 0.613 9.7 3.7 5

Table 2
Values of -f’’(0) for M =0 when λ=1, S=0 and φ=0.

Magyari and Keller 
(1999)

Bhattacharyya and Layek 
(2014) Present study

)0(f ′′− 1.281808 1.2810838 1.28182804

Figures 2-7 represent the different values of ,M S and ϕ when Prandtl number is 
6.2. Figures 2-7 demonstrate the effects of skin friction coefficient, and Nusselt number 
with stretching and shrinking parameter, λ wall mass transfer S  and ferroparticle volume 
fraction  .ϕ
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Figure 2. Effects of M on skin friction coefficient with S=2 and φ = 0.1. 

Figure 3. Effects of M on Nusselt number with S=2 and φ = 0.1. 
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Figure 4. Effects of S on skin friction coefficient with M=0.5 and φ = 0.1.

Figure 5. Effects of S on Nusselt number with M=0.5 and φ = 0.1.
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Figure 6. Effects of φ on skin friction coefficient with M=0.5 and S = 2.

Figure 7. Effects of φ on Nusselt number with M=0.5 and S = 2.
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Based on Figures 2-7, we analyzed that there are the first and second solution have 
occurred in the chosen parameters. Clearly, we can see the solid lines and dash lines which 
symbolize as the first and second solution, respectively. For this dual solutions, it is seemed 
that  there is no solution when cλλ < or cSS < or .cϕϕ<  This process may affect the 
boundary layer which help in delaying the boundary layer separation.

On the other hand, we can point out a further discussion for the first solution of 
Figure 2-7 by considering the first solution is stable and physically realizable. It is found 
that the magnetic parameter M, mass transfer parameter S, and volume fraction of solid 
ferroparticles ϕ , help to enhance the skin friction coefficient and Nusselt number.

Table 3 and 4 display variants of Nusselt number, Rex
-1/2Nux and skin friction coefficient, 

Rex
1/2Cf  of magnetic M in water-based ferrofluids when ,5.0−=λ 0.1=ϕ , Pr=6.2, and S 

= 2. From Table 3, which is in shrinking case ,0<λ  Fe3O4 seems to have higher values of 
skin friction coefficient compared to other ferrofluid mixture. Then, Table 4 presents that 
CoFe2O4 have greater value of local Nusselt number. Through Table 1, CoFe2O4 has a small 
number of thermal conductivities compared with Fe3O4, reduction of thermal conductivity 
of CoFe2O4 may show to a greater value of temperature gradients and may increase the 
results of the enhancement in heat transfers. We can see that Fe3O4 has the highest thermal 
conductivity among the two ferrofluids. Even though Fe3O4 has higher thermal conductivity, 
temperature gradients decreased and influenced the behaviour of the Fe3O4. 

Table 3
Values of Rex

1/2Cf with different values of M 

Magnetic 
nanoparticles M

Water-based ferrofluids
First Solution Second Solution

Fe3O4

0 1.119649602 -0.412911056
0.5 1.333048294 -1.041749204
1 1.493337918 -1.514815733

CoFe2O4

0 1.090512657 -0.375584219
0.5 1.305552292 -0.993386724
1 1.465834308 -1.454298252

Mn-ZnFe2O4

0 1.08976403 -0.374640861
0.5 1.002688264 -0.99216224
1 1.465129036 -1.45273698
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Table 4
Values of Rex

-1/2Nux with different values of M

Magnetic 
nanoparticles M

Water-based ferrofluids
First Solution Second Solution

Fe3O4

0 11.62577480 11.45702035
0.5 11.64393334 11.36790796
1 11.65675332 11.24915198

CoFe2O4

0 12.33495424 12.18251108
0.5 12.35264091 12.10275686
1 12.36506264 12.01066765

Mn-ZnFe2O4

0 12.20291839 12.04894697
0.5 12.22075634 11.96794742
1 12.23327434 11.87244693

Figures 8-13 show the profiles of velocity and temperature of magnetite ferroparticles 
related with the magnetic M  at λ 0.5, 1, 1.5 when φ=0.1, S=2 and Pr=6.2. Figures 8-13 
indicate increasing of ,M , decreasing the velocity profiles and rising in the temperature 
profiles. Because of the magnetic parameter ,M the boundary layer’s thickness becomes 
thinner in the first result and then thicker in the next result for all the velocity profiles and 
temperature profiles displayed. The temperature also increases along with the reduction 
of heat movement. Physically, an increase in φ enhances the thermal conductivity of the 
fluid and this will help to enhance the momentum and thermal boundary layer thickness.

Figure 8. Velocity profiles for various values of M for magnetite at λ= 0.5.
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Figure 9. Velocity profiles for various values of M for magnetite at λ= 1.

Figure 10. Velocity profiles for various values of M for magnetite at λ= 1.5.
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Figure 11. Temperature profiles for  various values of M for magnetite at  λ= 0.5.

Figure 12. Temperature profiles for various values of M for magnetite at λ= 1.
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Figure 13. Temperature profiles for various values of M for magnetite at λ= 1.5.

CONCLUSION

In this study, we focused on a model of Tiwari and Das (2007) under some of assumptions 
and problem’s considerations which are steady, laminar, two-dimensional boundary layer 
flow of an incompressible ferrofluids and transmission of heat over an exponentially 
stretching/shrinking sheet. The main purpose of this study to analyze the effect of chosen 
parameters which are magnetic parameter M, wall mass transfer parameter S, stretching/
shrinking parameter λ and volume fraction of solid ferroparticle φ on dimensionless physical 
quantities. A brief of summary conclusions drawn from the analysis are two solutions exist 
for both stretching/shrinking sheet up to a critical value where the presence of solutions 
relying upon the values of parameters considered as suction (S>1), stretching/shrinking 
(λ<0)/(λ>0), magnetic (M>0) and ferroparticle volume fraction (0≤φ≤0.2). The results 
displayed increasing in the skin friction caused reduction in the rate of heat motion at 
layer. We observed magnetite (Fe3O4) has the highest number of skin friction compared to 
cobalt ferrite (CoFe2O4) and manganese-zinc ferrite (Mn-ZnFe2O4) in shrinking case, while 
CoFe2O4 has the highest value of local Nusselt number. Besides, the high temperature in 
the boundary layer because of reduction in velocity profiles and the decrease in velocity 
profiles due to higher number in the magnetic parameter, which slowed the fluids motion in 
the boundary layer. Lastly, the rate for heat transfer declined when increasing in temperature 
profiles with the presence of magnetic field.
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The effect of the hot air feed temperature; 
T=50, 60, 70, and 80°C and velocity of hot 
air feed; v=1-4 m/s on the sago’s behavior 
and performance of fluidization profile were 
studied. The simulation results showed that 
the high temperature and air feed velocity 
would result in a rapid drying rate. Besides, 
the optimum drying rate was at T=60°C 
with the v=4 m/s as these conditions give 
a shorter drying time to achieve of final 
10% moisture content. It also has the added 
advantages of reducing the power energy 

ABSTRACT 

Sago is an essential source of starch for some regions in the third and developing world. 
However, the sago processing industry has been producing a large amount of sago waste, 
and the untreated waste is usually disposed to the nearest river. It not only leads to the 
environmental problem, but it is illegal under the Environmental Quality Act 1974. Since 
the sago waste still has high starch content, which is 58%, it can be converted to high value-
added products such as poultry feed. However, before being converted to other products, the 
sago must be dried to remove the moisture content to prevent any bacteria growth and ensure 
safety health issues have been observed. Recently, drying of sago bagasse using a fluidized 
bed dryer (FBD) has gained attention since the dry rate of the material is considerably 
faster compared to other methods. Due to that reason, the drying of the sago bagasse in the 
FBD is studied using computational fluid dynamic as it can be executed in a short period 
of time compared to the experimental approach. The FBD model was developed using 
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and cost supply. These optimal conditions are very crucial and should be consider as the 
dried sago bagasse tend to be retrograded when a higher temperature is applied.

Keywords: ANSYS© fluent, computational fluid dynamic, drying, fluidized bed dryer, sago bagasse

INTRODUCTION

Metroxylon sago Rottb, known as sago palm, is a tropical plant capable of adapting to 
swamps condition and often found in Southeast Asia, especially in a country like Malaysia, 
Indonesia and Papua New Guinea. It is one of the oldest tropical plant that is exploited by 
humans for various uses, for instance, as a form of starch providing the primary source of 
carbohydrate, the leaves and stem are used as pillars or wall, while the sago pith, which is 
made of fibre can be used as feedstuff, the starch can be used as fuel, and the raw material 
can be used for cooking (Putra & Ajiwiguna, 2017). Nowadays, the sago industry is an 
emergent industry with the potential of sago being the alternative source of starch. In 
addition, the increase in starch demand further drives this thriving industry, particularly in 
Malaysia and Indonesia. In Malaysia, Sarawak is the largest producer and exporter with a 
total of nine active operating processing plants and the export of about 25,000 to 40,000 
tonnes of sago products each year (Naim et al., 2016). It has been exported to various 
countries such as Thailand, Singapore, Japan, and other as well (Bujang, 2008). 

Aside from producing the product, this industry also produces a large amount of sago 
waste or residues which are often mixed with the wastewater and washed off into nearby 
stream (Vijay et al., 2016). A considerable quantity of the waste effluent has been dumped 
into the rivers that led to serious environmental problem. Besides, it is a total violation 
of the environmental Quality Act, 1974. Environmental problem is a worldwide threat 
to public health; therefore, an alternative method needs to be considered to reduce the 
discharge of these wastes. Various methods of treatment and conversion of sago has been 
previously suggested.

The sago effluent has some potential to be converted into alternative high value-added 
product. As it comprises 58% starch, 23% cellulose, 9.2% hemicellulose, and 4% lignin, 
it has potential to be turned into a new product, such as bio-conversion into sugar, as well 
as converted into animal feedstock (Awg-Adeni et al., 2013). However, before it can be 
converted to the other products, the sago must be dried to a certain amount of moisture 
content using a drying process to prevent bacterial growth and maintain product quality. 
There are currently several drying methods, such as sun direct drying and solar drying. 
Nevertheless, these methods are less effective due to the unstable rate of drying, and the 
crops are exposed to an unhealthy environment (Awg-Adeni et al., 2013).

A fluidized bed dryer (FBD) is the most established and regularly used drying method 
for a solid particle. It is gaining attention as it can produce high heat and mass transfer 
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that can ensure a considerably faster and homogeneous drying process. Furthermore, the 
temperature feed and velocity of hot air can be monitored closely, and the fluidizing action 
ensures thorough mixing of the substance. In the drying process, the most important is the 
optimum rate of drying should be achieved in a short time while remaining cost effective. 
Due to these situations, the computational fluid dynamic (CFD) was conducted to analyze 
the drying rate and observe the behaviour of the fluidizing rate inside the FBD. In the CFD 
process, the numerical methods and algorithm were applied in order to solve the problem 
of fluid flow. 

For instance, Arumuganathan et al. (2017) analyzed the drying of mushrooms using 
an FBD, and they found that the temperature of a hot air feed affects the rate of drying. 
They also established that the optimum temperature for the drying of mushrooms is 60°C 
(Arumuganathan et al., 2017). Other than that, Mortier et al. (2011) applied the CFD 
simulation approach to analyze the drying profile of wheat grains in an FBD to predict the 
moisture content of solids at various drying times by applying Eulerian-Eulerian two-fluid 
models and the kinetic theory. 

Anthony and Shyamkumar (2016) applied the ANSYS© Fluent software to observe 
the drying of sand particles in an FBD (Anthony & Shyamkumar, 2016). They built a 3D 
model of FBD and studied innumerable parameters, as well as the velocity and temperature 
distribution of the inlet hot air. Based on previous studies in the oil palm fronds industry, 
it was found the higher temperature and velocity of hot air feed cause the drying rate to 
increase (Puspasari et al., 2014). The higher temperature and velocity also cause the drying 
rate to increase in the Millet Pearl industry (Maheswari, 2015), and a higher temperature 
can also result in the increase in the rate of coconut drying (Jongyingcharoen et al., 2019). 

Others researcher found that mushrooms’ optimum drying rate is at the temperature of 
60°C (Charles et al., 2012). Besides, the rate of drying decreases as the velocity of hot air 
feed increases over 5 m/s for drying wheat (Li-Zhen et al., 2019). In the case of the coal 
industry, the drying rate increases as the temperature of hot air feed increases (Dejahang, 
2015). When drying grain, and the temperature of hot air at 200°C will damage the grain. 
The optimum drying rate of grains is at a temperature less than 100°C (Jannatul et al., 
2018). Apart from that, the ideal temperature for sand drying is at 157°C (Anthony & 
Shyamkumar, 2016). 

To gain a deeper understanding of the fluid flow properties in the FBD, aside from the 
experimental work, the CFD method was proposed. Based on previous numerical studies, 
the simulation method using CFD has proven in improving design and optimize FBD 
parameters also able to obtain hydrodynamic data is needed to improve the efficiency of 
the FBD operation (Hamzehei, 2011; Honarvar & Mowla, 2012; Jalil & Nikbakht, 2017; 
Othman et al., 2020; Rakesh, et al. 2020). Thus, the goal of this study is to determine 
the relationship between the drying rate of the sago at various hot air velocities and inlet 
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temperatures. The profile of the temperature and velocity distribution in the FBD was 
observed in order to determine the optimum condition for drying of the sago bagasse.

METHODS

In this study, a CFD simulation was conducted to analyze the drying rate of sago in the 
FBD. The CFD simulation enabled a fluid flow to be observed, determining the heat and 
mass transfer and other related phenomena inside the FBD. Using numerical methods and 
algorithms, CFD was capable of solving and analyzing problems involving fluid mechanics. 
The standard CFD process consisted of several steps, which included the pre-processing, 
solver as well the post processing stages.

Pre-Processing - Development of FBD Geometry and Meshing Process

In this study, the front view, side view and 3D model of the FBD are developed and designed 
using ANSYS© Fluent academic version 19.2 (Ansys, 2019). This FBD model is designed 
based on previous studied previous studies (Yahya & Fudholi, 2016; Othman et al., 2020). 
The dimensions and the design model for FBD are shown as in Figure 1. The model is 
a cylinder with a diameter of 600 mm and an overall length of 3000 mm. Two inlets are 
located at the bottom of the cylinder to supply the hot air inside FBD. Both of the inlets 
have an inside diameter and length of 60 mm, and the distance between these two inlets 
is 1000 mm. There is one outlet at the right side with a length of 100 mm, and a diameter 
of 100 mm for transportation of the dried sago bagasse.

   
(a)                                                         (b) 

 
(c) 

Figure 1. Front view, side view, and 3D model of the FBD
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The development of meshing was done after the complete model of FBD has been 
designed. In the meshing process, the size details should be specified where the elements 
were fine mesh, and a minimum size of 0.0397 mm was used in this study. Besides, some 
assumptions were made in this simulation, such as no chemical reaction is taking place 
during the drying process, well-mixed achieved between the solid and gas phases, no slip 
condition, the desired final moisture content of the sago is set to be at 10% (wt./wt.), and 
the size of the particle is not reduced during the drying process. The 3D meshing of the 
FBD model is shown as in Figure 2.

Figure 2. 3D Meshing of the FBD model

Define of A Boundary Condition, Materials and Parameters

Once the problem physics had been identified, the flow physics model and boundary 
conditions were defined in the ANSYS© Fluent 19.2. In this study, the Eulerian-Eulerian 
multiphase model was applied, and a turbulent model was selected due to the turbulence 
flow in the FBD. It is because in the turbulent model, the bubble size of sago bagasse 
particle is not anymore discrete, but continuous and the bubble phase is less distinguishable 
than in the bubbling regime. From the previous researchers, it shows the bubbling regime 
simulation is suitable in the pilot plant while, the turbulent model better simulated for 
industrial scale experiment. As the flow of air increases, the bed known as FBD bag 
expands, and particles of sago start a turbulent motion. Due to regular contact with air, 
the sago bagasse gets dry. Besides, to analyze the transfer of heat between the two-phase 
gas and solid, the heat transfer model was selected as well. The model of the two-term 
exponential was also chosen in the function to obtain the moisture ratio.

The wet sago bagasse with the high moisture content (MC) was in the feed, and the 
hot air was supplied through two inlets below the FBD to dry the wet sago. The dried sago 
bagasse flowed out the FBD through the outlet. The effect of the inlet hot gas velocity on 
the rate of drying were analyzed at various velocities ranges; v=1-4 m/s. In this case, the 
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temperature of the hot gas, T and the initial moisture content of sago, MC was kept constant 
at 50°C and MC=80%, respectively. The optimum velocity of the hot air feed and that gives 
the highest rate of drying was chosen as a parameter condition in the next simulation in 
order to determine the effect of temperature on the rate of drying. Then, the effect of the 
temperature of hot gas; T=50-80°C was studied to observe the optimum and the highest 
rate of drying of the sago bagasse where the air feed velocity and initial moisture content 
was kept constant at v=4 m/s and MC=80%, respectively. 

Define of A Boundary Condition, Materials and Parameters

The governing equation used in this study is a conservation of mass and momentum. The 
conservation of energy and turbulence model is also important to indicate heat transfer 
and turbulence flow (Argyropoulos & Markatos, 2015). Equation 1 to 7 were applied to 
the physics model of the simulation to solve the problem involving fluid flow and fluid 
mechanics in the FBD where is a velocity for q phase, p is pressure,  is a mass 
transfer from p phase to q phase, is a mass transfer from q phase to p phase, h is a 
heat transfer coefficient, ρ is a density, q is a heat flux, ε is a volume fraction, Q is a heat 
transfer rate, v is a vector velocity, H is a latent heat and τ is a shear stress tensor. In the 
ANSYS© Fluent simulation, the modules used are electrical current, creeping flow, particle 
tracing in a fluid flow and transport of species. The electric current module was used to 
supply the non-uniform electric current fields. The creeping flow was used to simulate fluid 
flow at very low Reynolds numbers where the inertia term in the Navier-Stokes equation 
can be ignored. 

Conservation of mass (Equation 1),

[1]

Conservation of momentum (Equation 2),

[2]

i) For gas phase (Equation 3),

[3]



Pertanika J. Sci. & Technol. 29 (3): 1831 - 1845 (2021) 1837

Simulation of Drying Sago Bagasse in FBD

ii) For solid phase (Equation 4),

[4]

Continuity equation for solid phase (Equation 5),

[5]

Conservation of Energy 

i) For gas phase (Equation 6),

[6]

ii) For solid phase (Equation 7),

[7]

RESULTS AND DISCUSSIONS

To inhibit any microbial development and quality decay in the dried sago bagasse as well 
for storage handling, achieving an ideal drying parameter condition during the early stages 
is crucial in the drying process. In this simulation study, a final sago volume fraction and 
a mass fraction of water in the sago bagasse in the FBD were observed and determined at 
different ranges of inlet hot air velocities and temperatures. The effect of various hot air 
velocity; 1.0-4.0 m/s on the rate of sago’s drying is observed, as shown in Figure 3 where 
the volume fraction of the sago in the FBD is determined after 5 minutes of the drying 
process with the feed of the hot gas is supplied at the constant temperature of T=70°C and 
the initial moisture content of MC=80%. The contour of the color bar indicates the range 
value of the volume fraction of the sago bagasse in the FBD, with the red color showing 
a higher sago volume fraction. The value of 1.0 indicates almost all the areas in the FBD 
are covered by sago bagasse. In contrast, the blue color shows a low sago volume fraction 
in the FBD as a value of zero indicates no sago bagasse can be found in the area.

The right side of Figure 3 shows the cross-sectional view of the inside FBD near 
the outlet area, while the left side of Figure 3 shows the front view along the FBD. It is 
shown that the velocity inside the FBD is uneven in all areas where at the higher inlet hot 
air velocity of v=3 and 4 m/s, the sago bagasse is fluidized more vigorously on the upper 
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side of the FBD area. It shows the higher sago fraction with the red color due to higher 
velocity supplied by hot air from below the FBD, as compared to the lower velocity at 
v=1 and 2 m/s. The cross-sectional view shows that at v=1 and 2 m/s, the sago is almost 
evenly spread inside the FBD. The yellowish-green color is observed, which indicates 
that most area of the FBD are covered with around 50-70% of the sago content. It shows 
the moisture content of the sago bagasse is reduced from 80% (v/v) up to 50% (v/v) after 
going through the drying process when the velocity at v=1 and 2 m/s was used.

Meanwhile, with the increment of the hot air velocity at v=3 and 4 m/s, the higher 
fraction of the sago bagasse causes around 90-100% of the sago content to be at the top area 
of the FBD near the outlet area. This happens due to the fluidization process which occurs 
inside the FBD because the hot air supply increases the particle’s movement and reduce 
the moisture content of the sago bagasse. It can be concluded that the higher velocity will 
increase the drying rate due to the rapid movement of air. 

Based on these simulation results, the percentage of a water loss of the dried sago 
bagasse can be calculated using Equation 8, where Wfinal is the final moisture content of 
the sago and Winitial is the initial moisture content of water. Figure 4 shows the result of 
the percentage of the final moisture content against drying time at various air velocities. 
It shows the drying time needs to achieve the desired and the standard requirement of the 
final moisture of the sago bagasse is at MC=10 % which is the fastest condition, which only 

Figure 3. Sago volume fraction distribution in the FBD at various hot air velocities
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takes about 11 minutes when the velocity of hot air is at v= 4 m/s. While, at v=1 m/s, the 
time needed is considerably longer, which is around 16 minutes. This shows that the higher 
velocity does not have significant effect; the velocity at v= 3-4 m/s indicates the optimum 
condition has been achieved where all the sago bagasse has already had been fluidized.

				    [8]

Figure 4. Moisture content of sago bagasse at different inlet velocities of hot gas

Figure 5 shows the flow profile of the sago volume fraction inside the FBD in 35s-time 
simulation. The colour bar represents the sago volume fraction, where the red color shows 
the area that has been occupied with the sago bagasse, while the blue color represents the 
area that has been occupied with the hot air. At t=0s, it shows the almost of the lower part 
areas in the FBD are covered by sago bagasse, as shown by the red colour. As the drying 
times take placed, the volume fractions of the sago bagasse have slightly decreased, which 
is represented by the decrease in the level of red color distribution inside the FBD. It occurs 
because the sago bagasse was fluidized inside the FBD with the existence of hot air supplies 
that increase the particle movement and reduce the moisture content of the sago bagasse. 
It shows the cooling effect that occurs in the FBD as a result of the endothermic reaction 
from the evaporation process of the water from the sago particle’s surface. 
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Figure 5. Flow profile of the sago volume fraction inside the FBD at various times

Apart from that, the effect of the temperature on the rate of drying was also studied. 
Figure 6 shows the temperature profile inside the FBD after the sago bagasse has dried 
in the 35s time simulation as the hot air is supplied at the bottom side of the FBD. The 
color bar represents the temperature distribution where the red color shows the highest 
temperature in the FBD with the value of T=70°C. Meanwhile the blue color represents the 
lowest temperature profile with the value T=25°C. At t=0s, it shows the temperature in the 
FBD is read as room temperature, which is shown by the blue color. As time elapsed, the 
temperature in the FBD increases from the point of the hot air feed, which helps the drying 
process of the sago bagasse. It occurs as the heat transfer takes a place inside the FBD due 
to evaporation process that occurs on the sago particle’s surface. This evaporation process 
is an endothermic reaction where it cools down the surrounding air inside the FBD. This 
observation of the temperature flow pattern is in agreement with the experimental work 
done by Okoronkwo et al. (2013) and simulation work done by Othman et al. (2020). As 
the time elapsed, the temperature distribution inside the FBD was constant, implying that 
the drying process has occurred by reducing the water content in the sago bagasse. It also 
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shows the inlet air feed with those velocities’ ranges is sufficient to initiate the fluidization 
of the sago bagasse process in the designed FBD.

Figure 7 shows the effect of the inlet temperature on the sago volume fraction in the 
FBD after 5 minutes of a drying process with the hot air was feed at a constant velocity 
of v=4 m/s and the initial moisture content of MC=80%. The right side of Figure 7 
shows the cross-sectional view of FBD near the outlet area where the dried sago bagasse 
distribution does not show any significant difference due to the similar velocity used. 
However, as the temperature of T=50°C is applied, it can be seen that a higher fraction of 
sago is observed at the top area of the FBD, indicated by the red color compared to the 
other tested temperatures. 

Based on these simulation results, the drying time needed to achieve the desired of the 
final moisture content at various inlet hot air temperatures are demonstrated in Figure 8. 
Figure 8 shows the time taken for the initial moisture content of the sago bagasse to reduce 
to MC=10% is the shortest time which is less than 9 minutes with T=80°C. Meanwhile, 
the time needed to achieve the MC=10% when the hot air feed is at T=50°C is around 11 
minutes. Thus, it can be concluded that the higher hot air temperature will increase the rate 
of drying. In this study, the optimum condition of hot air supplied at v=4m/s is selected 
because, under this condition, a shorter drying time can be achieved to obtain the final 10% 
moisture content compared to others, and a further increase of the inlet velocity will affect 

Figure 6. Profile of temperature distribution inside the FBD at various drying times
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Figure 7. Sago volume fraction inside the FBD at various temperature with similar hot air velocity and 
moisture content

the power energy and increase the cost. For the hot air feed temperature, T=60°C is selected 
as the optimum condition shows that T=50-70°C, as listed in Figure 8, is ideal for drying 
sago bagasse compared to others. It has a similar pattern to T=80°C used in previous studies, 
but the sago bagasse tends to be gelatinous at a higher temperature. Thus, the optimum 
temperature of T=60 ºC and velocity of v=4 m/s is selected based on the highest drying 
rate of sago bagasse. At this velocity, it will support the sago particle to fluidize as well 
to reduce the moisture content in the final sago bagasse. Thus, higher inlet temperatures 
of drying air should be met, which leads to shorter drying times. However, the product 
quality considerations limit the applicable rise to the air temperature (Mujumdar, 1995; 
Daud, 2008). Excessive hot air can almost completely dehydrate the sago bagasse surface, 
making its pores shrink and almost close, leading to crust formation or “case hardening”, 
which is usually undesirable.
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Figure 8. Moisture content against time with different temperature of hot air feed

CONCLUSION
The 3D FBD model was successfully designed by using ANSYS© Fluent academic version 
19.2. The simulations were done to study the effect of various ranges of the temperature 
and velocity of the inlet hot air on the rate of drying of sago bagasse. The simulation 
results show that the higher inlet velocity, as well as the higher temperature feed, will 
result in a faster rate of drying. The temperature of T=60 ºC and velocity of v=4 m/s are 
selected as the value optimum condition for the drying of sago. This result indicates sago 
bagasse’s feasibility to be converted for animal feed and other high-value products. For 
future improvements, the study will be expanding to a wide range of operational parameter 
for more reliable data.
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were screened to fulfil the selection criteria 
including English and Malay language but 
exclude research protocols, proposals for a 
prototype application and literature reviews. 
The search resulted in 3656 articles but 
only 18 were selected for further review. 
It was found that web applications were 
the least used type of text messaging in 
mental health therapy, followed by mobile 
applications, whereas SMS was the most 
popular platform. Overall, the three text 
messaging platforms showed improvements 
in depression, anxiety, suicide risk, self-
harm risk, mood, eating behaviour and 

ABSTRACT

Mental health comprises emotional, psychological and social well-being. Global 
mental health problems have shown an increase in its statistics. Some psychotherapy 
approaches such as Internet-based therapy and mobile therapy have been carried out in 
clinical settings to improve one’s mental health conditions. The objective of this paper 
is to identify the different kinds of text messaging platforms that have been tested in 
mental health computerised-based therapy settings. This paper also aimed to identify 
the effectiveness of the text messaging platforms on different mental health problems 
specifically. The review considered five databases (Scopus, PubMed, ACM Digital Library, 
IEEE XPlore and Web of Science) for the article searching process. The retrieved articles 
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alcohol intake. Mental health treatment through mobile therapy has the potential to 
help individuals with mental health problems. Suggested future directions for research 
community includes comparison between two or three types of text messaging platforms 
used in interventions to identify which platform is the most suitable to improve a particular 
mental health problem.

Keywords: Delivery of health care, mental health, mobile therapy, psychotherapy, text messaging platform

INTRODUCTION

Mental health is an important aspect that needs to be effectively taken care of in every 
human’s life. There are many types of mental disorders as classified in the International 
Classification of Diseases-11 (ICD-11) by World Health Organization (WHO, 2019a; WHO, 
2019b). Various mental health problems have been identified with the number of cases 
statistically increasing worldwide and has long been a global crisis. It can lead to other 
problems such as the inability to carry out daily routine and suicide, which considered as 
a major disruption in one’s daily life.

In 2015, 4.2 million Malaysians were diagnosed with mental health problems (Ministry 
of Health Malaysia, 2016). This number increased in 2018 with a total of 5.5 million 
individuals. National Health Morbidity Survey (NHMS) in 2011 showed the percentage 
of Malaysians suffering from depression was 1.8% (Ministry of Health Malaysia, 2017). 
The NHMS survey conducted in 2015 on adults (aged 16 and over) and children (ages 
5 - 15) found 29.2% of adults and 12.1% of children with depression. 

According to the National Anti-Drug Agency (2019), statistics showed there was a 
significant increase in drug abuse in Malaysia from 2014 to 2016 but decreased in 2017 
and 2018 while repeat offenders’ cases were reported to have reduced significantly since 
2014 to 2018. Nevertheless, these issues need to be curbed in order to avoid the side 
effects that will have an impact on the mental health of the abuser. Alcohol and substance 
abuse have been found contributed to the increase of risk in mental health problems such 
as depression, schizophrenia, bipolar, suicide, paranoia, depression, delusion, and other 
mental health problems (Mental Health Foundation, 2006; Darvishi et al., 2015; Diraditsile 
& Rasesigo, 2018; National Institute on Drug Abuse, 2020).

In India, the local community had a constraint to access mental health medical facilities 
due to the location they lived in was a huge distance away from town where the mental 
health clinic was located (Alghamdi, 2019). To overcome this, various ways of text 
messaging therapy have been implemented using computerised approaches. Text messaging 
therapy for mental health treatments is a method that uses text-based communication in 
consulting someone with mental health problems via online chat, SMS, mobile apps and 
other web-based applications. Delivering mental health treatment through these platforms 
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allow information to be transmitted to patients simultaneously and automatically. It comes 
with the aim to reduce the symptoms and increase the quality level of one’s mental health. 
This type of health therapy has no time limit, it is available as long as it is needed by anyone 
with mental health problem. It is worth to note that the text messaging therapy method has 
been proven to benefit patients in depression management (Senanayake et al., 2019). It is 
also an acceptable and useful alternative to face-to-face therapy when depressed patients 
are comfortable with the approach, feel safe to express their feelings in text and trust the 
existence of an anonymity relationship between patient and therapists (Dwyer et al., 2021). 
Other than that, text messaging was found as an effective means of communicating the 
content of treatment to young patients while allowing them to control as well as to protect 
their privacy and confidentiality (Anstiss & Davies, 2015). In addition, it can save cost 
by reducing staff turnover (Jiménez-Molina et al., 2019), convenient treatment time and 
better delivery than traditional methods (Stevens et al., 2019). 

Statistics show 92% of adolescents have mobile phones, 79% of them have 
smartphones, 90% of them use text messaging systems and 98% were active on social media 
(Aschbrenner et al., 2019). This is an important finding which shows that text messaging 
systems have a great potential to be used in mental health therapy. Since text messages can 
be stored in the phone, recipients can read their text over and over again, use video and 
audio activities for mind therapy as well as monitor their own performance during therapy 
besides interacting with other patients (Boettcher et al., 2018). It was found in a study, 36 
of the 44 participants still kept therapy text messages in their phones for daily reference 
(García et al., 2019). In addition, there are text messages that attach website addresses or 
phone numbers to help patients who seek help. 

The potential of text messaging as psychological treatments has been proven to be 
effective to reduce symptoms of mental health problems, easy to reach patients and cost 
effective. However, the types of platforms frequently used by researchers to treat targeted 
mental health problems still need to be considered. A previous review did not include 
types of text messaging platform, instead it focused on the effectiveness of text messaging 
intervention and concluded text messaging can be used for three different purposes; 
therapeutic, motivation and supportive (Senanayake et al., 2019). Similar to this, another 
two reviews added either content of the messages and frequency of the messages as the 
subgroup analysis variables (Cox & Allida, 2020), or design features, conditions addressed 
and characteristics of messaging procedure (Berrouiguet et al., 2016) but did not include 
the type of text messaging platforms as the variable in the reviews. A systematic review 
(Rathbone & Prescott, 2017) showed evidence of usability, efficacy and effectiveness of 
SMS and mobile apps as the physical and mental health interventions. However, because 
only these two types of text messaging platforms were analysed on digital interventions, 
this review could not draw broader conclusions about the implementation of other types of 
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text messaging platforms.  Different types of text messaging platforms come with different 
functionalities, purposes and cost.  While patients in developed countries and low-income 
countries might have personal concerns on the technology’s usage such as cost, privacy, and 
accessibility, it is important to identify which type of text messaging platform is suitable 
for the target user. Thus, there is a need to examine from the text messaging platforms 
used in the interventions to the effectiveness of each platform in different kinds of mental 
health problems. The main objective of this article is to examine studies in using text 
messaging platforms in any forms of intervention, it also highlighted the types of mental 
health problems involved and the impact of text messaging on mental health. Therefore, 
this article provides a scoping review of scientific research on text messaging interventions 
regardless of which platform it used. This study is part of the research on the suitable text 
messaging types to treat different kinds of mental health problems in the community. The 
computing readings focusses on text messaging technologies used to deliver the treatment, 
whereas the mental health readings emphasize on the types of mental health problems 
mostly treated using technologies and the intervention effectiveness in the psychological 
field.  To the best authors’ knowledge, there is less evidence of reviews to represent an 
overall picture of text messaging platforms used in treating different mental health problems. 
Hence, this paper is to fill this gap by conducting a scoping review. The research question 
is that what are the text messaging platforms used in mental health computerised-based 
therapy? This review has two specific contributions; first, it identifies from past research 
the different types of text messaging platform used in mental health digital interventions. 
Second, it focuses and provides clear understanding on which text messaging platform 
has a positive effect on a particular mental health problem.  It is hoped that the findings 
will give guidelines to other researchers in the psychological field and technologists in 
the computing field to work together from identification of the suitable text messaging 
platform for a specific mental health problem to implementation. 

METHODS

Data Sources and Search Strategies

Articles’ search was done using several databases namely Scopus, ACM Digital Library, 
IEEE Xplore and Web of Science. The search strategies covered a combination of mental 
health terms and text messages, which was implemented from October 2019 to February 
2020. More advanced keywords were used such as mhealth, WhatsApp, SMS, chat and 
mobile text messaging. Then, keywords were replaced with other types of mental health 
problems including depression and anxiety. Each keyword was combined using the logical 
operators “AND” and “OR”. The combination of the terms “text messaging” and “mobile 
applications” was among the most commonly combined terms with various types of 
mental health problems in the search. Article search did not consider specific findings of 
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study as its objective was to obtain as much research information as possible that affect 
various aspects such as emotion, counselling and frequency of therapy sessions. The list 
of keywords used in the search is shown in Table 1. The final stage of the search strategy 
involved doing an abstract reading to filter out irrelevant articles. In addition, the title and 
abstract filtration process for each article was repeated several times to ensure no similar 
articles was included in the list. After the potential articles were identified, further reading 
was made by focusing on the methodology and findings of the study within the scopes 
of (i) text messaging platforms, (ii) types of mental health problem involved and (iii) the 
impact of text messaging on mental health. Articles that did not meet the selection criteria 
were removed from the reading list.

Assessment Risk of Bias

All studies included in this review were assessed for risk of biasness using Cochraen Risk 
of Bias Tool (Higgins et al, 2020). This review includes assessments on random sequence 
generation, allocation concealment, blinding, incomplete outcome data, selective reporting, 
and any other potential sources of bias. The assessment was conducted by one of the authors 
using the judgement of low, high, or unclear risk.

Table 1 
List of selected articles and search terms used

ID Author Year Keywords Database
S1 Agyapong et al. 2017 text messaging for depression

text messaging improves depression
Scopus

S2 Xu et al. 2019 text messaging improves depression Scopus
Web of 
Science
PubMed

S3 Arean et al. 2016 mobile apps and depression Scopus
S4 Kodama et al. 2016 text messaging impact on mental 

health
Scopus

S5 Almeida et al. 2018 mhealth SMS and depression Scopus
S6 Aguilera et al. 2017 text messaging improves mental 

health
Scopus

S7 Christensen et al. 2013 Web based intervention on depression
Mobile therapy intervention 
depression anxiety mental health

Scopus
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Selection Criteria

The selection was done on articles published from 2013 to 2020. The seven-year interval 
was chosen to obtain better and more mature research findings. Articles to be included in 
the reading list should meet the criteria of the main search keywords, including various 
types of mental health problems and types of text messaging platforms. The effects of using 
text messages on any types of mental health problems were considered. Table 2 explains 
on the article selection criteria.

Exclusion Criteria

Articles will be excluded from the reading list if they (i) used other than English or 
Malay languages, (ii) communication through telephone calls, video calls or face-to-face 
interactions, (iii) did not state the effects of text message treatment, or type of protocol or 

Table 1 (Continued)

ID Author Year Keywords Database
S8 Islam et al. 2019 text messaging for depression

text messaging improves 
depression

Scopus
Web of 
Science
PubMed

S9 Kraft et al. 2017 text messages improves depression Scopus
S10 Menezes et al. 2019 mobile apps and depression PubMed
S11 García et al. 2019 Text messaging intervention and 

mental health
Scopus

S12 Shingleton et al. 2016 Motivational text messages on 
mental health

Web of 
Science

S13 Anstiss and Davies 2015 text messaging on anxiety OR 
depression

Web of 
Science

S14 Bock et al. 2016 text messaging intervention on 
substance abuse

Web of 
Science

S15 Zhang et al. 2019 Mobile apps and mental health PubMed
S16 Agyapong et al. 2018 Text messaging intervention and 

mental health
Scopus
Web of 
Science

S17 Wolf et al. 2016 Mobile messaging intervention and 
depression

Web of 
Science

S18 Renfrew et al. 2020 SMS messaging intervention and 
mental health

PubMed
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treatment prototype, (iv) did not specify the types of text messaging platform used or (v) 
missed the types of mental health problems treated.

RESULTS AND DISCUSSIONS

A total of 3656 articles were recorded based on keywords included in the database search. 
All of these papers were displayed based on any categories that met the related keywords: 
Scopus (n = 1765), PubMed (n = 471), ACM Digital Library (n = 461), IEEE Xplore (n 
= 556) and Web of Science (n = 403). Only 213 articles were downloaded due to other 
articles were found came from the same source. Articles published in language other than 
English or Malay were removed, while all abstracts were read and evaluated for subsequent 
selection (n = 211). Again, similar articles were removed, leaving a balance of n = 202. 
Articles in the form of study protocols, suggestions for prototype applications and literature 
readings were excluded from the reading (n = 8). The remaining articles received for full 
reading (n = 194) were filtered again to ensure that they met the selection characteristics. 
Meanwhile, a total of 176 articles did not specify the types of intervention, platform, text 
message and its effects on any mental health problem. The final number of remaining 
articles (n = 18) was included in the discussion of this study. Figure 1 shows the flow chart 
of the study selection process.

Table 2 
Article selection criteria and description

Selection Description
Type of Study Study on the types of text messaging platforms and their 

impact on mental illness.
Type of Participant Study on mental illness patients, degree of seriousness of their 

illness and participant selection method.
Type of Intervention Interventions that compare mental health before and after 

treatment using a text messaging platform.
These involve either one 
or several groups.

The study needs to clarify the method of treatment delivery.

Comparison pre and post study within a group or compare one or more 
intervention groups with one control group.

Findings Contains an explanation on the effectiveness of the text 
messaging platform used on any types of mental illness.

Others Message treatment is text-based, delivered through any 
platforms such as SMS, mobile applications or websites.
The text is in various forms such as reminders, motivations, 
support and others that may arise from previous studies.
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Figure 1. Flow of paper selection through phases of review

Interventions and Comparators

The selected articles came from various research information background including 
location, population, sample, participants age, intervention group size and intervention 
length. In summary, five studies were conducted in United States (Arean et al., 2016; 
Shingleton et al., 2016; Aguilera et al., 2017; Bock et al., 2016; Zhang et al., 2019), three 
in Australia (Christensen et al., 2013; Islam et al., 2019; Renfrew et al., 2020), two studies 
in Canada (Agyapong et al., 2017; Agyapong et al., 2018), Germany (Kraft et al., 2017; 
Wolf et al., 2016) and New Zealand (Anstiss & Davies, 2015; Renfrew et al., 2020) with 
the remaining of one study in China (Xu et al., 2019), Japan (Kodama et al., 2016), Portugal 
(Almeida et al., 2018), Brazil and Peru (Menezes et al., 2019) as well as Spain (Garcia et 
al., 2019). The intervention group target varies in some research where Spanish-speaking 
Latinos was focused in a study by Aguilera et al. (2017) and a specific gender group 
(women) by Garcia et al. (2019).
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The intervention group size used in all 18 articles are ranged from 12 to 33 people. 
There was one study did not mention the participants’ age (Almeida et al., 2018). The 
participants’ age 18 to 35 years old categorized as young adults were found used in six 
studies (Agyapong et al., 2017; Arean et al., 2016; Shingleton et al., 2016; Anstiss & Davies, 
2015; Bock et al., 2016), ten studies focused on middle-aged adult 36 to 55 years old (Xu 
et al., 2019; Kodama et al., 2016; Aguilera et al., 2017; Christensen et al., 2013; Kraft et 
al., 2017; Garcia et al., 2019; Zhang et al., 2019; Agyapong et al., 2018; Wolf et al., 2016; 
Renfrew et al., 2020), one study stated mean age of participants was 58 years old (Islam et 
al., 2019) whereas Menezes et al. (2019) used a sample participants with age ranged from 
41 to 60 and above. The intervention period  also varied between studies where most of 
the articles (n = 6) mentioned a period of 3 months to complete the intervention (Arean 
et al., 2016; Aguilera et al., 2017; Agyapong et al., 2017; Shingleton et al., 2016; Bock et 
al., 2016; Agyapong et al., 2018), other studies conducted within 6 weeks (Almeida et al., 
2018; Menezes et al., 2019), 10 weeks (Anstiss & Davies, 2015; Renfrew et al., 2020) and 
4 months (Kraft et al., 2017; Wolf et al., 2016), whereas some studies lasted for 8 week 
(Zhang et al., 2019) and 6 months (Xu et al., 2019; Kodama et al., 2016; Christensen et 
al., 2013; Islam et al., 2019). The shortest period of intervention was conducted within 30 
days (Garcia et al., 2019).

Assessment Risk of Bias

Among 18 retrieved studies, there wasdifferences in terms of random sequence generation, 
allocation concealment, blinding, incomplete outcome data, selective reporting, and other 
potential sources of biasness (Appendix A).

From all the articles selected, the differences and similarities between the results of the 
study were analysed based on the types of text messaging platform, types of mental health 
problems treated and the effects of using text messaging on mental health. The summary 
for the selection of articles from each database is shown in Table 3.

Types of Text Messaging Platform and Mental Health 

Based on the results of selected articles shown in Table 4, there were four major platforms 
used in the process of providing therapeutic treatment to patients with mental health 
problems. Twelve studies were found using basic phones to send short text messages 
such as SMS to treat depression and mood disorders (Islam et al., 2019; Almeida et al., 
2018; Aguilera et al., 2017; García et al., 2019; Anstiss & Davies, 2015; Wolf et al., 2016; 
Zhang et al., 2019), train mind awareness (Kraft et al., 2017; Wolf et al., 2016), anorexia 
and bulimia (Shingleton et al., 2016), schizophrenia (Xu et al., 2019) and alcohol abuse 
(Bock et al., 2016; Agyapong et al., 2018). Of all the studies, six of them (Arean et al., 
2016; Agyapong et al., 2017; Kodama et al., 2016; Menezes et al., 2019; Zhang et al., 
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2019; Renfrew et al., 2020) utilised mobile text application platform as a text therapy 
medium for patients with depression, anxiety, mood disorders, suicidal intention, self-injury, 
schizophrenia, schizotypal, mental disorders and delusions. Meanwhile, findings revealed 
that three studies used websites to treat depression or suicide symptoms (Christensen et 
al., 2013; Renfrew et al., 2020; Zhang et al., 2019) and one study (Almeida et al., 2018) 
used online conversation method (chat) to treat depression and mood disorders.

Table 3 
Article screening of four databases

Database Scopus PubMed ACM 
Digital 
Library

IEEE 
Xplore

Web of 
Science

Identified 1765 471 461 556 403
Downloaded 114 15 22 28 34
English or Malay 112 15 22 28 34
Redundant articles removed 111 12 21 27 31
After excluded articles in 
the form of study protocols, 
suggestions for prototype 
applications and literature 
readings.

106 11 21 27 29

Did not specify the types of 
intervention, platform, text 
message and its effects on 
any mental illness

96 8 21 27 24

Total selected articles 10 3 0 0 5

Table 4
Results summary of selected articles

Article 
ID

Author Text messaging 
platform

Mental health
problem

Intervention 
effects

S1 Agyapong et al. Mobile 
Applications

Depression, anxiety, 
mood

Positive change

S2 Xu et al. SMS Mood, schizophrenia Positive change
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Table 4 (Continued)

Article 
ID

Author Text messaging 
platform

Mental health 
problem

Intervention 
effects

S3 Arean et al. Mobile 
Applications

Depression, mood Positive effects 
on emotions, no 
positive effects 
on depression

S4 Kodama et al. Mobile 
Applications

Mood, suicide, 
schizophrenia, 
self-harm

Positive change

S5 Almeida et al SMS, Chat Depression Positive change
S6 Aguilera et al. SMS Depression, mood Positive change
S7 Christensen et al. Websites Anxiety, suicide Positive change
S8 Islam et al. SMS Depression Positive change
S9 Kraft et al. SMS Depression Positive change
S10 Menezes et al. Mobile 

Applications
Depression, 
suicide

Positive change

S11 Garcia et al. SMS Depression, 
anxiety

Positive change

S12 Shingleton et al. SMS Eating disorder Positive change
S13 Anstiss and Davie SMS Depression, 

anxiety
Positive change

S14 Bock et al. SMS Alcohol abuse Positive change
S15 Zhang et al. SMS, Mobile 

Applications, 
Websites

Depression, 
anxiety

Positive change

S16 Agyapong et al. SMS Alcohol abuse Positive change
S17 Wolf et al. SMS Depression Positive change
S18 Renfrew et al. Mobile 

Applications, 
Websites

Depression, 
anxiety

Positive change

As shown in Table 5, depression was the highest (n = 12) to be the variable measured 
(Aguilera et al., 2017; Agyapong et al., 2017; Almeida et al., 2018; Anstiss & Davies, 2015; 
Arean et al., 2016; Islam et al., 2019; García et al., 2019; Kraft et al., 2017; Menezes et al., 
2019; Renfrew et al., 2020; Wolf et al., 2016; Zhang et al., 2019). Six studies conducted 
their studies on the treatment for anxiety (Agyapong et al., 2017; Anstiss & Davies, 2015; 
Christensen et al., 2013; García et al., 2019; Renfrew et al., 2020; Zhang et al., 2019). 
Whereas the number of studies that dealt with mood change was half of the total depression 
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studies (n = 5) (Aguilera et al., 2017; Agyapong et al., 2017; Arean et al., 2016; Kodama 
et al., 2016; Xu et al., 2019). Three studies focused on the effects of treatment on suicide 
aspect (Christensen et al., 2013; Kodama et al., 2016; Menezes et al., 2019). Two studies 
were conducted on Schizophrenia (Kodama et al., 2016; Xu et al., 2019), while Bock et 
al. (2016) and Agyapong et al. (2018) focused on patients with alcohol abuse (n = 2). One 
study examined the effects of treatment on the potential to self-harm (Kodama et al., 2016) 
and one on mindfulness (Kodama et al., 2016). Only Shingleton et al. (2016) recorded the 
effects of treatment on anorexia and bulimia.

Table 5 
Types of mental disorders identified in each article

Mental Disorder Frequency Article ID
Depression 12 S1, S3, S5, S6, S8, S9, S10, S11, S13, S15, S17, 

S18
Anxiety 6 S1, S7, S11, S13, S15, S18
Mood 5 S1, S2, S3, S4, S6
Suicide 3 S4, S7, S10
Alcohol abuse 2 S14, S16
Schizophrenia 2 S2, S4
Self-harm 1 S4
Eating disorder 1 S12

The Effectiveness of Text Messaging Therapy

Overall, most mental health therapies have been delivered via SMS followed by mobile 
applications and websites. Although different types of text messaging platforms were used 
to deliver treatment to different types of mental health problems within each research 
intervention’s unique time range, it is difficult to tell which text messaging platform is the 
most effective. For example, Xu et al. (2019) used SMS text based to delivery motivational 
messages and medication reminders to the patients had shown improvements in the aspect 
of medication adherence. Aguilera et al. (2017) showed a great improvement at 13 weeks 
of the study where the intervention group stayed at the treatment session longer than the 
control group. Other studies also have shown a significant improvement in the intervention 
group that used SMS text messaging to treat depression (Islam et al., 2019; García et al., 
2019; Kraft et al., 2017; Anstiss & Davies, 2015; Wolf et al., 2016; Zhang et al., 2019). In 
addition, two studies also reported improvements in alcohol intervention groups (Agyapong 
et al., 2018; Bock et al., 2016). However, results from a study show negative correlation 
between psychiatrists and patients communication, this might be due to low number sample 
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size (n = 15) in the study (Almeida et al., 2018). These shows that each intervention has its 
own unique elements to consider before delivering the treatment. The elements could be 
the participants’ mental health background, accessibility to text messaging, participants’ 
commitment and treatment goal. 

Nonetheless, it is undeniable that SMS and mobile applications delivery method are 
more efficient in reaching the patients because SMS and mobile application platforms use 
a push method where the therapy text is delivered to patients on a regular basis and without 
the effort and motivation of the participants. This is in contrast to the characteristics of the 
website where patients had to have high discipline and initiative to browse the web for 
therapy. As such, the mobile app was seen as a great and convenient choice to be used as it 
can be downloaded by smartphone users worldwide, without having to subscribe to phone 
line services such as SMS. Patients who are unable to access to urban health services, lack 
of time or not confidence in accessing treatment can contact mental health professionals 
from several countries through this smart application (Teles et al., 2019).

Depression was the most commonly found case throughout the reading process which 
was carried out. Patients have used various platforms, forms of text and presentations for 
their treatment. Anxiety falls in the second most studied, followed by mood disorders 
including depression. This finding is in line with the statistics provided by WHO (2019a; 
2019b), which revealed 264 million people from the global population who suffered from 
depression while in 2017, 3.67% of the world’s population suffered from anxiety, which 
exceeded the percentage of depression (3.44%). Statistics from a report Mental Health 
Foundation (2016) showed that anxiety (5.9%) was at the first place while depression 
(3.3%) was ranked at the second place in mental health status in the United Kingdom. 
Whereas in America, anxiety problem was ranked first (19.1%), personality problems 
in second (9.1%) and depression in third (6.7%) (National Institute of Mental Health, 
2017). In Malaysia, referring to the records of patients being discharged from hospitals, 
depression was ranked second (12.7%) while anxiety was in the fifth place (Ministry of 
Health Malaysia, 2017). This raised a question of whether or not the patients in this category 
still need treatment since their number was not as high as schizophrenia patients, which 
was ranked first (37.5%). Abusive use of substances such as medicines, drugs and alcohol 
were also serious in Malaysia (8.3%; third place), America (drugs 8% - 12%, alcohol 19%, 
drugs 65.7%) (American Heart Association, 2019). Besides, the rate of substance abuse 
had also increased in the United Kingdom.

STUDY LIMITATIONS

According to Cronin et al. (2008), the literature search is generally done within the last 
five to ten years depending on the amount of information found. In the scoping review of 
this study, the article search process was limited to within the years of 2013 to 2020 as 
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it is considered the most up-to-date findings from previous studies to ensure satisfactory 
findings. Originally, the article search started in 2015, but not many studies have met the 
required breakdown of information. However, articles published prior to 2013 have been 
used to support the findings of other studies. Additionally, article selection in this study 
was done excluding open access and paid articles. This causes some articles related to the 
scope of this review not to be included in the discussions and some useful information 
could not be included in the findings.

FUTURE DIRECTIONS

Recent studies have shown that communication technology is very helpful in treating mental 
health problems. However, rural people have limited access to the use of this technology. 
Suggested future directions for the research community include available Internet of Things 
technologies and the accessibility of rural areas to digital therapy. Compared to today’s 
communication development, mobile applications are the major focus of consumers as 
they facilitate much of the day-to-day business. Therefore, the development of therapeutic 
applications in smartphone for mental health problems is important as it is easy to reach, 
able to go across the globe and minimize the constrain in relationship between patients 
and nurses.

Most of the studies were found using the comparison method of achievement 
of intervention group (with one type of platform) and control group. Examining the 
effectiveness of a type of platform for a particular type of mental health problem is also 
important, given the characteristics differences of digital technology, user accessibility and 
mental health problem. The diversity of the interventions, research contexts, and digital 
platforms analysed in this study suggest that comparison between groups using two or 
three types of text messaging platforms is needed to identify which platform is the most 
suitable to improve a particular mental health problem. 

CONCLUSION

In this era of technology, everyone owns at least a basic cell phone with a majority owning 
a smartphone. Previous studies have shown that all patients know how to use a cell phone. 
Although some may not be familiar with the therapeutic application, it is not difficult for 
them to learn the functionalities of the application. Mobile applications have the potential 
to treat mood disorders including depression and anxiety (Arean et al., 2016). In order 
to use this method consistently in self-treatment, initiatives for the development of better 
delivery methods need to be investigated. Various delivery methods in terms of frequency 
of text delivery, delivery time and textual content need to be continuously studied to achieve 
the objectives of therapy and not to burden the patients. Future therapeutic applications 
need to focused more on the mental health problems suffered by most of the world’s 
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population such as depression, anxiety, substance abuse, schizophrenia and bipolar so that 
the therapeutic applications can be used more widely and help many people regardless 
of boundaries and distances. Mental health therapy through the mobile application, SMS 
and web-based therapy have also been found to be beneficial not only to the individual 
with mental health problems as a user, but also to family members or close friends as the 
monitors in the therapy session.
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A Comprehensive Review of Automated Essay Scoring (AES) 
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ABSTRACT

Automated Essay Scoring (AES) is a service or software that can predictively grade 
essay based on a pre-trained computational model. It has gained a lot of research interest 
in educational institutions as it expedites the process and reduces the effort of human 
raters in grading the essays as close to humans’ decisions. Despite the strong appeal, its 
implementation varies widely according to researchers’ preferences. This critical review 
examines various AES development milestones specifically on different methodologies and 
attributes used in deriving essay scores. To generalize existing AES systems according to 
their constructs, we attempted to fit all of them into three frameworks which are content 
similarity, machine learning and hybrid. In addition, we presented and compared various 
common evaluation metrics in measuring the efficiency of AES and proposed Quadratic 
Weighted Kappa (QWK) as standard evaluation metric since it corrects the agreement purely 
by chance when estimate the degree of agreement between two raters. In conclusion, the 
paper proposes hybrid framework standard as the potential upcoming AES framework as it 
capable to aggregate both style and content to predict essay grades Thus, the main objective 

of this study is to discuss various critical 
issues pertaining to the current development 
of AES which yielded our recommendations 
on the future AES development. 

Keywords: Attributes, automatic essay scoring, 
evaluation metrics, framework, human raters, 
recommendation
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INTRODUCTION

The introduction of automated grading essays is an innovative attempt to reduce the effort 
of examining essays and eliminate assessment biases and its discrepancies. Automated 
Essay Scoring (AES) appears as a standalone computer software or distributed services that 
evaluates and scores a written prose (Shermis & Burstein, 2003). The objective of AES is to 
overcome the time, cost, and reliability issues in manual assessment of essays. It should be 
made clear that AES is not intended to fully replace the human assessors but to be employed 
as part of low-stakes classroom assessments to assist teachers’ essay marking routine. On 
the other hand, it can be adopted in large-scale high-stakes assessments for the purpose of 
increasing reliability, where the AES serves as an additional rater for cross-examination.

AES aims at developing models that can grade essays automatically or with reduced 
involvement of human raters. It is a Natural Language Processing (NLP) based method 
and application of assessing educational works especially on writing tasks. AES systems 
may rely not only on grammars, but also on more complex features such as semantics, 
discourse, and pragmatics. Thus, a prominent approach to AES is to learn scoring models 
from previously graded samples, by modelling the scoring process of human raters. When 
given the same set of essays to evaluate and enough graded samples, AES systems tend 
to achieve high agreement levels with trained human raters.  There are three common 
AES frameworks: Content Similarity Framework (CSF) which assigns grades or scores to 
new essays based on closer similarity of the reference essays’ scores, Machine Learning 
Framework (MLF) which treats AES as classification or regression task and classifies the 
new essays into correspond grade category by using machine learning algorithms, and 
Hybrid Framework which combines the characteristics of both frameworks.

In a general AES process, the collected essays usually stored as text or Microsoft Word 
format. Hence, first step is to convert the group of collected essays into Microsoft Excel 
or json format which contains the content and grade for each essay. The essay content will 
then undergo pre-processing step such as tokenization, stop word removal, stemming and 
lemmatization to remove noise. After that, there will be a major difference in different 
frameworks. In cosine similarity framework, the pre-processed essay content will undergo 
word representation step which convert the essay into vector form and compared their 
similarity with gold standard’s grade. For machine learning framework, pre-processed 
essay content will undergo feature selection, useful features will be extracted and act as 
input data for predict model. Then, suitable machine learning algorithms will be used to 
train the predict model to classify new essays into corresponding grades. The performance 
of AES system is then evaluated with measurement metric. The most common evaluation 
metric is using accuracy of to show the proportion of true results against the total number 
of predicted grades examined.
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Recent Automated Essay Scoring (AES) Research and Development

Project Essay Grade® (PEG) proposed by Ellis in 1966, is one of the earliest AES 
systems. The project determines the quality of the essay by focusing on essay writing style 
(Page, 2003; Rudner & Gagne, 2001). Subsequently, Intelligent Essay AssessorTM (IEA) 
by Pearson (2010) introduced an AES which could consider the essay’s semantic context. 
In addition, e-rater®, from Educational Testing Service (ETS) is another revolutionary 
grading tool that uses computational methods to make sense of human natural language by 
the means of tagging, chunking, and other labels, based on a collection of learner’s actual 
language uses. To date, My Assess, from IntelliMetric® model, is probably the pioneer 
essay scoring tools solely based on Artificial Intelligence (AI), which with is modelled by 
45 computers on human intelligence (Shermis & Burstein, 2003).

Over the course of 40 years, we have started noticing that the trend of AES development 
and many commercial applications are pretty much emerged in the Western continents, 
especially in the United States. However, in recent years, there were many literatures on 
AES reported in Asia: Malaysia, Thailand, Philippine, and Indonesian covering mainly 
the English language as well as other languages.  

To understand how AES has grown to its current state to meet the need in different 
regions and to anticipate its future development, a detailed survey on AES is essential. 
Thus, the purpose of this paper is to determine the recent progress of AES and generalize 
frameworks accordingly. Moreover, this paper lays a spectrum of the development 
frameworks for the reader by discussing the findings presented in recent research papers.

BACKGROUND

In this section, we provide an overview of AES systems that have achieved great success 
in commercialization and attracted greater publicity. These systems are mainly proprietary 
software developed in Western countries. For each product, we will present its vendor/
developer, primary focus, essay feature, scoring mechanism, and number of training 
samples required.

Project Essay Grader® (PEG)

Ellis Page’s Project Essay Grader (PEG) is considered as the first AES (Page, 1966).  It 
focuses on evaluating essays based on its writing style by using trins and proxes. PEG 
assumes that there exist intrinsic qualities in a person’s writing style known as trins, which 
can be measured or correlated with observable components denoted as proxes (Rudner 
& Gagne, 2001). For example, the fluency of an essay (trin) can be correlated with the 
amount of vocabulary (proxe). With training set of 100 to 400, PEG facilitates statistical 
regression analysis to estimate essay scores. To date, PEG has developed more than 500 
trins to be used to score essays (Measurement Incorporated, 2020).
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Intelligent Essay AssessorTM (IEA)

Intelligent Essay Assessor (IEA) is introduced by Pearson Knowledge Technologies (PKT) 
to assess the quality of essay contents (Foltz et al., 1999; Pearson, 2010)). IEA scores 
essay by using the Latent Semantic Analysis (LSA), which is a computational distribution 
model to assess the semantics similarity of texts (Landauer et al., 1998).  LSA is operated 
on domain-specific corpus and the essays are represented through the multidimensional 
semantic space of the meaning of their contained words and the similarity is derived by 
comparing with other essay semantic representation (Foltz et al., 1999).  IEA differed from 
other AESs on the aspects that the scores derived from LSA are aligned closely to human 
graders (Landauer et al., 2020), compared to the scores which are derived by correlation 
of essay features. In addition, IEA uses NLP techniques to extract essay attributes such 
as sophistication of lexical uses, grammatical, mechanical, stylistic, and organizational 
aspects of essays (Zupanc & Bosnic, 2015).  Comparing with other ASE, IEA requires 
only a relatively small number of 100 pre-scored training essays sample for scoring a 
prompt-specific essay (Dikli, 2006).

IntelliMetric®

Vantage Learning proposed IntelliMetric as a proprietary AES to score essays operationally 
since 1998 (Vantage Learning, 2020). IntelliMetric is regarded as the very first AES 
system leveraging on Artificial Intelligence (AI) and Machine Learning (ML) to simulate 
the scoring process (Dikli, 2006; Hussein et al., 2019). In producing an essay score, 
IntellMetric uses more than 400 features (including semantics, syntactics, and discourses), 
which can be categorized into five groups of IntelliMetric Feature Model: focus and unity 
(coherence), organization, development and elaboration, sentence structure, mechanics, 
and conventions in its scoring process.  IntelliMetric claims itself of having multiple 
automated scoring systems at work, each using a different mathematical model (e.g., 
Linear Analysis, Bayesian and LSA) for essay scoring (Vantage Learning, 2005; Vantage 
Learning, 2020). Such multiple scoring engine within IntelliMetric emulates the equivalent 
of a panel of multiple judges for achieving a more accurate final score as compared with 
a single scoring engine in others. Another distinctive feature of IntelliMetric is its ability 
in scoring essays in other languages besides English (Elliot, 2003). However, one of the 
downsides of IntelliMetric is it requires a minimum of at least 300 scored essays to be 
operated (Zupanc & Bosnic, 2015).     

E-rater®

E-rater is developed and used by the Educational Testing Service (ETS) since 1999 (Attali 
& Burstein, 2006). It relies on patented NLP techniques to extract linguistic features 
for evaluating the style and content of an essay.  E-rater 2.0 makes used of of syntactic, 
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discourse and topical-analysis module to analyze essay features (Dikli, 2006). The features 
are grammatical errors, word usage errors, mechanics error, style, organization segments 
and vocabulary content (Shermis et al, 2010).  To date, E-rater version extends the essay 
scoring features into two areas: 

(i)	 writing quality: grammar, usage, mechanics, style, organization, development, 
word choice, average word length, proper prepositions, and collocation usage 

(ii)	 content or use of prompt-specific vocabulary (Ramineni & Williamson, 2018).
E-rater uses regressing modelling to assign a final score to an essay. In addition, a 

collection of approximately 250 training essay samples is required for the regression model 
(Zupanc & Bosnic, 2015). 

The comparison of these well-known AES is shown in Table 1.

Table 1
Summary of well-known AES

AES System Vendor/ 
Developer

Main 
Focus

Essay Scoring 
Mechanism Essay-Scoring Features

Training 
Samples 
Required

PEG Measurement 
Incorporated

Style Statistical Trins & Proxes 100 - 400

IEA Pearson 
Knowledge 
Technologies

Content LSA •	 Content 
Style

•	 Mechanics

100

IntelliMetric Vantage 
Learning

Style & 
Content

AI - cognitive 
processing, 
computational 
linguistics, and 
classification

•	 Focus & Unity 
(Coherence)

•	 Organization
•	 Development & 

Elaboration
•	 Sentence Structure
•	 Mechanics & 

Conventions

300

e-rater  Style & 
Content

Regression 
Analysis

•	 Grammatical Errors
•	 Word Usage Errors
•	 Mechanics Errors
•	 Style
•	 Organizational Segment
•	 Vocabulary Contents

250

PAST LITERATURE 

In this section, we summarize the development of AES in previous studies and categorized 
their findings based on the type of attribute, methodology, prediction model and findings 
(Table 2). 

The attribute refers to the aspects evaluated by the proposed models which include style, 
content, and hybrid. Style attributes focus on linguistic features such as spelling mistakes, 
essay length and stop word count. Content attributes works to verify the correctness of 
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Table 2
Summary of AES 

Type of 
Attribute Methodology Prediction Model Measure & 

Finding Reference

Style Natural language 
processing (Linguistic 
features)

Nonparametric 
Weighted Feature
Extraction, Stepwise 
Regression and 
Discriminant Analysis

Accuracy (51.3%) (Pai et al., 2017)

Linear Regression Close to human 
rater

(Ramalingam et 
al., 2018)

Random Forest Quadratic Weighted 
Kappa 
(0.8014)

(Chen & He, 
2013)

Bayesian Linear 
Ridge Regression 
(BLRR)

Quadratic Weighted 
Kappa (0.784)

(Phandi et al., 
2015)

Hybrid Natural language 
processing (Rhetoric, 
Organisation, Content)

Rule-based Expert 
System

Correlation with 
rater (0.57)

(Ishioka & 
Kameda, 2006)

Vector Space Models 
(VSM)

Support Vector 
Regression (SVR)

Average correlation 
(0.6107)

(Peng et al., 2010)

Natural language 
processing (Rhetoric, 
Organisation, Content 
and Length)

Rule-based Expert 
System

Pearson’s 
correlation 
coefficient (0.562)

(Imaki & Ishihara, 
2013)

Latent Semantic Analysis, 
number of words, number 
of spelling mistakes, and 
word distance.

Linear Regression Correlation with 
rater (0.78)
Accuracy (96.72%)

(Alghamdi, et al., 
2014)

Latent semantic features Support Vector 
Machine for Ranking

Pearson Corelation 
(0.7248)

(Jin & He, 2015)

Latent Semantic Analysis, 
Rhetorical Structure 
Theory (RST) and hand-
crafted features

Rule-based Expert 
System

Accuracy (78.33%) (Al-Jouie & Azmi, 
2017)

Latent Semantic Analysis 
and Feature extraction

Linear Regression Accuracy (47.16%) (Contreras et al., 
2018)

Content Latent Semantic Analysis Artificial Neural 
Network (ANN)

Mean of error 
(0.44)

(Loraksa & 
Peachavanish, 
2007)

Cosine similarity Accuracy for small 
class (69.80 % – 
94.64 %)
Accuracy for 
medium class 
(77.18 % - 98.42 %)

(Ratna et al., 
2007)
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Table 2 (continue)

Type of 
Attribute Methodology Prediction Model Measure & 

Finding Reference

Accuracy (83.3%) (Amalia et al., 
2019)

Learning Vector 
Quantization

Accuracy (96.3%) (Ratna et al., 
2018)

Topic classified by SVM 
and assessed by LSA

Frobenius norm Average accuracy 
for Japanese 
(89.175%);

(Ratna et al., 
2019a)

Accuracy for 
Bahasa Indonesia 
(72.01%) 

(Ratna et al., 
2019b)

GLSA Cosine similarity Precision, Recall 
and F1 scores (0.98)

(Islam & Hoque, 
2013)

Latent Semantic Analysis, 
Disco2, Damera-
levenshtein and N-gram

Similarity degree Correlation with 
rater (0.82)

(Shehab et al., 
2018)

Latent Semantic Analysis 
and Winnowing algorithm

Cosine similarity Accuracy for LSA 
(87.78%); Accuracy 
for Winnowing 
(86.72%)

(Ratna et al., 
2019c)

Latent Semantic 
Analysis with multi-level 
keywords

Compared document 
vector

Human raters’ 
agreement
(86%)

(Ratna et al., 
2015)

Modified LSA and 
syntactic features

Cosine similarity RMSE (0.268) (Omar & Mezher, 
2016)

Enhanced Latent 
Semantic Analysis

Cosine similarity Gap with rater 
(0.242)

(Sendra et al., 
2016)

Latent Semantic Analysis, 
Probabilistic Latent 
Semantic Analysis

Cosine similarity Spearman 
correlation (0.78)

(Kakkonen et al., 
2005)

Arabic WordNet (AWN) Cosine similarity Pearson Corelation 
(98%)

(Awaida et al., 
2019)

Concept Indexing Cosine similarity  Exact Agreement 
Accuracy (0.452)

(Ong et al., 2011)

Contextualized Latent 
Semantic Indexing

Support Vector 
Machine (SVM)

Rating Agreement 
(89.67)

(Xu et al., 2017)

Statistic (One-hot 
encoding)

Convolutional Neural 
Network (CNN), 
Long Short-Term 
Memory (LSTM), 
Bi-directional Long 
Short-Term Memory 
(BiLSTM)

Quadratic Weighted 
Kappa for LSTM + 
CNN (0.761)

(Taghipour & Ng, 
2016)

Statistic (Word 
embedding)

Convolutional Neural 
Network (CNN)

Average kappa 
value (0.734)

(Dong & Zhang, 
2016)
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CNN and Ordinal 
Regression (OR)

 Accuracy (82.6%) (Chen & Zhou, 
2019)

Siamese Bidirectional 
Long Short-Term 
Memory Architecture 
(SBLSTMA)

Average Quadratic 
Weighted Kappa 
(0.801)

(Liang et al., 
2018)

Statistic (Training word 
vector)

2-Layer Neural 
Networks

Quadratic Weighted 
Kappa (0.9448)

(Nguyen & Dery, 
2016)

Hierarchical Recurrent 
Neural Network

CNN, LSTM, 
BiLSTM

Average Quadratic 
Weighted Kappa 
(0.773)

(Chen & Li, 2018)

Natural language 
processing (Unigram 
Language Model)

Machine Learning 
Classifier

Mean accuracy 
(51.5%)

(Wong & Bong, 
2019)

Natural language 
processing (Word 
features, syntactic 
features,
and dependency relation 
features)

Logistic Regression 
and k-
Nearest Neighbors

Correlation with the 
rater (0.92)

(Cheon et al., 
2015)

Table 2 (continue)

Type of 
Attribute Methodology Prediction Model Measure & 

Finding Reference

content meaning and similarity between an essay with the graded essays. Hybrid attribute 
facilitating both style and content.

Methodology refers to the methods used to identify the features from the essays. The 
prediction model records the techniques or algorithms used to predict the score or grade 
of the essay. 

From Table 2, we can see that different researchers have developed their own 
methodology and used different prediction models. This has proliferated the development 
of AES because each methodology and prediction model does not seem to be universally 
accessible to other researchers. Hence, a standard framework of AES needs to be proposed 
so that all researchers can use, modify, and enhance it in the future. Moreover, the evaluation 
metric of AES also needs to be standardized so that the performance of AES system can 
be compared with one and another. Lastly, most of the articles did not described in details 
of their dataset used in research and therefore other researchers cannot reproduce the same 
result as they stated in their article.

THE GENERAL FRAMEWORKS OF AES

Despite the increasing number of literature reporting novel approaches for AES 
implementation, we can summarize them into three major general frameworks: content 
similarity, machine learning and hybrid.
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Content Similarity Framework

The idea of content similarity framework (CSF) is to assign grades or scores to new 
essays based on closer similarity of the reference essays’ scores. The framework requires 
a gold standard: a collection of human graded reference essays, covering all spectrum of 
grades or scores on the respective topics. The workflow of content similarity framework 
is illustrated in Figure 1.

Preprocessing

New Essays

Graded Essays

Vector 
Representation

Content 
Similarity 
Measures

Scores/Grades

Figure 1. The workflow of a content similarity framework

In this framework, selected essays firstly undergo pre-processing step, which includes 
tokenization, stop words removal, stemming and lemmatization to reduce the noise in 
essays. The subject of similarity can be based on (a) syntactic or, (b) semantics indicators, 
or a combination of both.

(a) Syntactic Indicators. Syntactic indicators refer to the essays’ surface features such as 
part-of-speech, stemmed words, word connectors, and word count. Whereas the semantics 
indicators refer to the meaning of word, phrase, sentence, and text. It is commonly 
regarded that the semantics indicators are used to justify the whole or partial essays’ 
semantics similarity (Islam & Hoque, 2013; Omar & Mezher, 2016; Sendra et al., 2016; 
Landauer et al., 2000; Ghosh & Fatima, 2008). The common syntactic indicators used 
in AES are spelling checking, stemming, lemmatization, word segmentation (Loraksa 
& Peachavanish, 2007), n-gram (Islam & Hoque, 2013; Chen & Zhou, 2019; Xu et al., 
2017), and normalization (Taghipour & Ng, 2016; Ratna et al., 2019a). These were the 
essays’ surface features, and they are found to be useful in grading essays (Ong et al., 
2011). In addition, there were works reported to facilitate external knowledge bases such 
as WordNet (Omar & Mezher, 2016; Shehab et al., 2018) and ontology (Contreras et al., 
2018) to improve grading efficacy. 

In addition, the Japanese Scoring System (JESS) demonstrates an example of 
facilitating syntactic features on essay grades based on three syntactic categories: rhetoric, 
organization, and contents (Ishioka & Kameda, 2006). These categories are quantified by 
readability, percentage of long, different words, passive sentences, orderly presentation 
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idea, and topical vocabularies.  The essay score is then derived based on the deduction 
mechanism of the essay’s perfect score. However, the uses of syntax and style alone are 
not enough to determine the merits of the essay. Thus, JESS used syntactic indicators and 
semantic indicators in its content analysis. 

(b) Semantics Indicators. In recent years, AES solely based on syntactic indicators are 
getting scarce, as many developments discovered that semantics indicators render more 
accurate grades or scores. In natural language modelling, a semantic space aims to create 
representations of the natural language that can represent the context. The most basic 
semantic space can be tracked back to Vector Space Model (VSM), which was used to derive 
content similarity based on the co-occurrence word in essays (Al-Jouie & Azmi, 2017).

One of the most popular syntactic-blind semantics indicators is Latent Semantic 
Analysis (LSA), which excels at deriving content analysis (Landauer et al., 1998). LSA is 
a distributional model used to derive meaning from a text. LSA was deemed “… a theory 
and method for extracting and representing the contextual-usage meaning of words by 
statistical computations applied to a large corpus of text”. With LSA, essays are represented 
as a term-document matrix, which in turn is approximately reduced using singular value 
decomposition (SVD). The dimension reduction process in LSA is to induce the probable 
similarity of every word to every other if they are ever occurred in in other essays at a 
common context. Experiment results showed that the addition of LSA over syntactic 
features improves the scoring performance of AES (Omar & Mezher, 2016). Many contents 
similarity-based AES used LSA or any of its variations in deriving grades or scores (Awaida 
et al., 2019; Amalia et al., 2019; Alghamdi, et al., 2014; Contreras et al., 2018; Ong et al., 
2011; Shehab et al., 2018). 

On the other hand, Generalized Latent Semantic Analysis (GLSA) is a variant of 
LSA which considers word sequence and has been reported to be capable of improving 
the efficacy of AESs (Islam & Hoque, 2013; Sendra et al., 2016). Almost all modern 
development of AESs reported are composed of both syntactic and semantics features.

The study of essay grading using CSF took two inputs: key answers and student answers 
(Amalia et al., 2019). Both essay inputs are pre-processed through noise removal, case 
conversion, tokenization, stopwords removal negation, conversion, stemming, synonym 
conversion, which are then represented using a term-document matrix where each row 
corresponded to the term and each column corresponded to the document. Each cell in the 
matrix represents the occurrence of the term to the documents. A zero value indicate the 
absence of the term in the documents. 

The most common similarity computation is derived through LSA, which is a 2-step 
process: Singular Vector Decomposition (SVD) and cosine similarity measure. SVD is 
responsible to decompose the term-document matrix as D=UΣVT. The k largest singular 
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values (which is dimensionality) is used to approximate D as D≈UkΣkVT
k. Its purpose is to 

the discover “latent” concepts in the matrix. SVD is first applied to the key answers, where 
each of the student answer is then go through the same pre-processing processes and match 
it to the most similar key answers using cosine similarity measure to determine the scores. 
The workflow of essay grading using CSF is illustrated in Figure 2 (Amalia et al., 2019).

Figure 2. A case of essay grading using CSF (Amalia et al., 2019)

Figure 3. The workflow of a machine learning framework

Preprocessing

New Essays

Graded Essays

ScoresLSA
Cosine 

Similarity 
Measure

Machine Learning Framework

As shown in Figure 3, in Machine Learning Framework (MLF), essay grading is treated as 
a multiclass classification problem in which each grade is represented as a class. Modelling 
requires computational functions to generalize all essays into multi classes. Since AES has 
been seen as the document classification problem, the machine learning algorithms used 
are mainly from the categories of regression and classification. The workflow of machine 
learning framework is illustrated in Figure 3.

Pre-processing is the first process which prepares the data and removes noises. 
Similar to CSF, all essays will undergo tokenization, stop word removal, stemming and 
lemmatization processes. Next, the essays are processed to retain significant features in 
the Feature Selection process. Typical features in MLF were words (Cheon et al., 2015), 
syntactic and dependency features. Feature selection is an important step in many machine 

Preprocessing

New Essays

Graded Essays

Feature 
Selection

Machine 
Learning 

Algorithms
Scores/Grades
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learning tasks with the purpose to identify a significant feature subspace in reducing 
redundant features and reducing complex computational space, yielding the optimal essay 
representation. In this context, feature selection reduced the number of words to prevent 
the curse of dimensionality that can eventually degrade the accuracy of classification. In 
general, there are two dimensionality reduction techniques: feature elimination or feature 
selection. After dimensionality reduction, the selected features will act as inputs to train 
the machine learning model such as Support Vector Machine (SVM), k-Nearest Neighbors 
(kNN), Naive Bayes and Artificial Neural Network (ANN). 

Like CSF, a machine learning framework requires a gold standard, however, the graded 
essays are compulsorily to be processed and transformed into a computational model to 
be used for prediction of grades and scores on new essays. This is one of the significant 
differences between the CSF and MLF.

The study reported in Taghipour and Ng (2016) adopted MLF to derive essay scores. 
Both key and student answers are pre-processed with tokenization, case conversion and 
normalize the essay score in the range of [0,1]. Feature selection is performed through 
Enhanced AI scoring engine (EASE) is used to derive length-based representation, POS, 
word overlap with the key answers, and bag of n-gram. The features are then fed into 
machine learning algorithms such as support vector regression (SVR), Bayesian linear 
ridge regression (BLRR) and a variant of neural networks to derived student answer 
scores, resulted marginal increment against the baseline. The workflow of machine learning 
framework reported in Taghipour and Ng (2016) is illustrated in Figure 4.

Figure 4. A MLF reported in (Taghipour & Ng, 2016)

Length-based 
features/POS/
Word overlap/

n-grams

Key Answer 
Essays Scores

Regression/
convolutional 
& recurrent 

neural network

Looking at the recent trends in AES, the machine learning framework is gaining 
popularity in recent years due to the efficacy of SVM (Ratna et al., 2019b; Ratna, et al., 
2019a; Xu et al., 2017; Awaida et al., 2019; Chen & Li, 2018) and the ability to represent 
text context with word embedding (Liang et al., 2018; Taghipour & Ng, 2016) propelled 
by Artificial Neural Network (ANN) (Loraksa & Peachavanish, 2007; Taghipour & Ng, 
2016; Dong & Zhang, 2016; Liang et al., 2018).

Hybrid Framework

The emerging hybrid framework (HF) combines both the goodness of content similarity 
and machine learning framework in which it capable of aggregating both style and content 
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to derive essay grades or scores. Different from the general MLF, where machine learning 
algorithms are directly used to derive the grades or score, the machine learning algorithms in 
the framework is used to generalize syntactic features (indices, topics, and domain specific 
keywords) where CSF is used to retrieve the closest key answer score in the semantic space. 
The process pipeline of hybrid framework is similar with the ML framework except both 
machine learning algorithms and content similarity measure are used to derive essay scores 
or grades. Figure 5 illustrates a general workflow of the hybrid framework.  

The emerging of recent studies incorporating the hybrid framework have been seen the 
combining the use of linear regression on selected features, derived from an ontology and 
using LSA to measure content similarity (Contreras et al., 2018), generalizing essay scores 
through vectorization with artificial neural network and LSA (Loraksa & Peachavanish, 
2007) and twostep process classification with SVM and LSA Framework (Ratna et al., 
2019a; Ratna, et al., 2019b)

The studies reported in Ratna et al. (2019c) used two-step grading process as the HF: 
used Support Vector Machine (SVM) to classify essay’s topic and LSA to compute the 
similarity between student and key answers. A pre-trained SVM model on key answers’ 
topics is meant to rule out unrelated topic essays and to route it to the related key answers 

Figure 5. The workflow of a hybrid framework

Figure 6. A Hybrid framework reported in (Ratna et al., 2019c)
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essay. The LSA is intended to build a semantic space for key answer essays, where each 
of the student essay’s score in the range of [0,100] is obtained by finding the most similar 
key answer score, using Frobenius norm similarity measure. The studies report substantial 
accuracy (>95%) as compared to human raters. The workflow of hybrid framework reported 
in Ratna et al. (2019c) is illustrated in Figure 6.

AES EVALUATION METHOD

In this section, we categorized the automated essay scoring evaluation methods from past 
literature into five categories. All evaluation methods require the human rater to provide 
a score or a grade for each essay to act as a reference. Then, the evaluation method will 
compare the human rater’s score with the AES model predicted score to examine the 
accuracy of the proposed model.

Overall Accuracy

This evaluation method compares the average score manually marked by the human rater 
and scores automatically generated by the proposed model to examine the accuracy. The 
predicted result is classified into three classes, which are Exact Agreement Accuracy (EAA), 
Adjacent Agreement Accuracy (AAA) and Overall Accuracy (OA). Exact Agreement 
Accuracy is the number of essays with human score equal to AES score over the total 
numbers of essays, as denoted in Equation 1.

			   [1]

The Adjacent Agreement Accuracy is defined as the ratio of the number of test essays 
with a human score equal to machine score ± 1 over the total number of test essays and is 
given by the Equation 2.

			   [2]

Overall Accuracy is the sum of EAA and AAA and is defined as the ratio of the number 
of test essays with a human score equal to AES score ± 1 over the total number of test 
essays (Equation 3). 

						      [3]

This evaluation method is simple and able to evaluate the accuracy of the scoring 
model intuitively. However, the result can be inaccurate when the dataset contains an 
imbalance ratio of data.
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Root Mean Square Error

Root Mean Square Error (RMSE) is used to examine the similarity between the human 
rater’s score set and system predicted score set. RMSE is calculated by Euclidean distance 
hence it can use to evaluate real values such as essay score. Therefore, the accuracy of 
predict model depends on the similarity between the human rater’s score and system 
predicted score based on Euclidean distance (Omar & Mezher, 2016). RMSE can be 
calculated as Equation 4.

					     [4]

where HSi is human rater’s score, SSi is the system predicted score and n is number of 
essays. The smaller value of RMSE indicates that the predicted score is more similar to 
human rater’s score and therefore achieve a better scoring.

Mean of Error and Standard Deviation of Errors

The mean error and standard deviation of errors are used to examine the difference between 
the human rater’s score, and the system predicted score. This evaluation method requires a 
state-of-art system as a baseline to examine the performance of proposed system. The mean 
of error between human rater’s score and baseline system predicted score is calculated and 
compare with the mean of error between human rater’s score and proposed system predicted 
score. The smaller value of mean of error and standard deviation of error represent the 
system has better performance in essay scoring. The mean of error and standard deviation 
of error is calculated by using Equation 5 and 6:

							       [5]

						      [6]

 is the arithmetic mean from all errors,
 is an absolute value of an error between human score and machine score computed 

by 
n is the number of data set
SD is a standard deviation of error
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Pearson’s correlation coefficient, Cohen’s Kappa Coefficient and Quadratic 
Weighted Kappa (QWK)

Pearson’s correlation coefficient, Cohen’s Kappa coefficient and QWK scores are used to 
examine the degree of agreement between the human rater’s score, and the system predicted 
score. The output of these evaluate methods will between 0 and 1 when 1 means that the 
system predicted score is complete agreement towards human rater’s score and 0 means that 
is random agreement between system predict score and human rater’s score. In interpreting 
any kappa value, K can be considered as poor when lower than 0.4, fair to good when K 
between 0.4 and 0.75, and excellent when K is greater than 0.75. To interpret Pearson’s 
correlation, r can be considered as very small when r lower than 0.2, small when r between 
0.2 and 0.4, medium when r between 0.4 and 0.6, large when r between 0.6 and 0.8, and 
very large when r greater than 0.8 (Cheon et al., 2015). Theses evaluation methods are 
suitable for evaluating the multiclass classification model since it calculates a confusion 
matrix between the predicted and actual values. Usually, these methods require a state-of-
art scoring model as a baseline to examine the performance of the proposed model.

Mean of Accuracy 

The scoring model is evaluated by obtaining the mean of accuracy of each test date. In 
achieving this, the difference between human rater’s score and system predicted score will 
be derived. The accuracy for each test data will be calculated by using Equation 7. 

	 [7]

It should be noted that |Human score – System score| is an absolute value. By using 
this formula, the smaller the difference between human rater’s score and system predicted 
score, the higher the accuracy of the scoring model. This evaluation method is suitable for 
evaluate the actual score of essays but not essay grade due to the gap between essay grade 
is usually small and result in overrated scoring model accuracy.

ISSUES

There Is No One-Size-Fits-All Solution

Most of the existing essay scoring systems reported thus far performed well in grading 
pure English essays or essays written in pure European language. However, the system 
graded a 10-15% lower score on essays containing Asian local content (Ghosh & Fatima, 
2008). This is due to the influence of local languages and English written by non-native 
English speakers. For example, Asian students tend to obtain lower scores in TOEFL exams. 
Besides, Wong and Bong (2019) claim that the direct adoption of contemporary automated 
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essay scoring system in the Asian context may not be practical as it may lead to the issue 
of assessment reliability and validity. Reliability means how well an assessment tool can 
produce stable and consistent results even in different time and place, whereas validity 
means how good an assessment tool measures what it is supposed to measure.

Existing Automated Essay Scoring Systems Predict Essay Grade Ineffectively 
under a Prompt-Independent Setting

Essay prompt refers to an essay title or topic which the writer requires to treat as the 
main content of the essay. From the literature, majority of the essay scoring mechanism 
rely on rated essays as the gold standard and the performance of the system is highly 
dependent on these training data (Jin et al., 2018). However, this approach of training is 
hard to perform especially when the rated essays for a target prompt are difficult to obtain 
or even inaccessible due to legal, copyright or privacy issues which lead to inefficacy. In 
addition, essays for different prompts may differ a lot in the uses of vocabulary, structure, 
and grammatical characteristics. Hence, these models can hardly be generalized and fail to 
grade them accurately for non-target prompts. This situation is because prompt-dependent 
models are designed to learn the features from prompt-specific essays.

Effective AES Systems Requires Expert Tuning 

A study by Alikaniotis et al. (2016) stated that the predictive features of the automated 
essay scoring system need to be manually crafted by human experts to achieve satisfactory 
performance and the process will consume a lot of time and work. The lack of human experts 
results in a decrease in AES performance and an increase in the AES development time.

The Relationship between Essay’s Features and Grade is not Linear

Most of the existing automated essay scoring systems assume linear relationship between 
the features of the essay and the essay grade. However, the study by Fazal et al. (2011) 
stated that there exists a non-linear relationship between the feature vector and essay 
grade. For example, most of the existing automated essay scoring systems treat the length 
of essay as an important feature and use it to indicate the quality of essay which means 
the longer the essay, the higher the essay grade. However, in some specific cases, an essay 
will be assigned with a lower grade even though it is very long because of the irrelevant 
content in the essay. Moreover, automated essay scoring system will delete unnecessary 
and non-meaningful words to filter out keywords to evaluate during processing the essay. 
This makes automated essay scoring system easy to be fooled by students because it is 
unable to distinguish between good writing and baloney. In order words, the act of using 
and repeating some key words from the prompt, fill up lots of space may result in a higher 
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grade from the automated essay scoring system (Greene, 2018).  It is also reported in Davis 
(2014) that essays can obtain high scores even with gibberish which makes no sense to 
human readers.

AES are Sensitive to Noise 

Fazal et al. (2011) also reported that the noise from the essays will have a negative effect 
on the performance and efficiency of automated essay scoring system. These noises include 
punctuation errors, syntax-based errors, morphological, context-based spelling errors, 
and misspellings. Hence, it is important to rule out the noise before the modeling process 
because it will lower the performance.

Essay Feedback Given by Automated Essay Scoring System is Unable to Increase 
Student’s Grade Significantly

Darus et al. (2003) had conducted a study in Malaysia to investigate the improvement 
of students after revising their essays based on the feedbacks given by automated essay 
scoring system. Based on the results, the revisions made did not significantly increase the 
score of revised essays for most of the students. Furthermore, students who participate in 
the relevant research found that the feedback given by automated essay scoring system 
is useful and informative to a certain extent although their score remained the same. This 
suggests that feedbacks given in AES are not sufficient in pointing out areas that could 
potentially increase the students’ scores. 

AES do not Consider Context and Rating Criteria

To develop a context-aware AES, the essay context information should be reinforced to 
build an AES which can distinguish poor, ordinary, and excellent essays. Besides, semantic 
features should be added to assist the AES in context grading process. On the other side, 
some existing AES only focus on the essay content and did not consider rating criteria 
behind the essay during grading process (Liang et al., 2018). It is because a few rating 
criteria are difficult to integrate in AES and therefore lower the accuracy of the system.

DISCUSSION

Standardizing AES Framework

The review of previous studies on AES has shown that various frameworks have been used 
and this has proliferated the development of AES because each framework does not seem 
to be universally accessible to other researchers. After reviewed all frameworks used in 
AES system, we suggest hybrid framework as standard framework for AES as shown in 
Figure 5 because it is a hybrid framework combines both the goodness of content similarity 
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and machine learning framework in which capable to aggregate both style and content 
to predict essay grades or scores. Besides, this framework enables researchers to apply 
different predictive models and NLP techniques on it and examine their performance. The 
workflow of proposed standard AES framework is illustrated in Figure 7.

For Malaysia University English Test (MUET), the marking scheme of an essay is 
the aggregation of task fulfilment, language, and organisation (Malaysian Examinations 
Council, 2014). Task fulfilment refers to the ability to understand topic and developing 
ideas which can be benchmarked with semantic indicators. Whereas the language and 
organisation refer to the number of grammar error, number of spelling error, use of 
appropriate vocabulary and coherence of content, are regarded as syntactic indicators. 
Hence, the machine learning part of our proposed framework is aimed to evaluate language 
and organisation using where the semantic indicators can be evaluated with content 
similarity measures. 

In this framework, the essays undergo pre-processing such as word tokenization, 
predicting Parts of Speech, lemmatization and stop words removal to reduce the noises in 
the essay. Next, the features of the essay such as essay length, word count and misspelled 
word count may need to be extracted to ensure these features will not result in biased 
decision after vectorization of essay content. Then, the pre-processed essay undergoes word 
vectorization step to vectorize the essay content and feature selection to extract syntactic 
features from essay. Finally, the features and vectors are both treated as the inputs and 
used to train the predictive model using machine learning and content similarity measures. 

Recommended Evaluation Metric

One of the issues with existing literatures is each researcher used different evaluation 
metrics to examine the performance of AES. This causes discrepancy when comparing 
the results with another works. 

Accuracy has been seen as the most common evaluation metrics used in evaluating 
the performance of AES by calculating the percentage of matched pairs with human raters. 

Figure 7. The workflow of proposed standard AES framework
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However, the result may be skew and biased toward the majority class when dealing with 
imbalanced datasets (Tanha et al., 2020). In real life, dataset normally contains imbalance 
proportion of grades since the distribution of the essays grade are normal.

Hence, this paper suggests that using Quadratic Weighted Kappa (QWK) score as 
a standard evaluation metric for AES. QWK is belong to kappa-like family and kappa 
coefficient has been proven that it can provide valuable information on the reliability of 
ordinal scale data (Sim & Wright, 2005). Moreover, Wong and Bong (2019) had stated 
that Kappa value is a better measurement than simple percent agreement calculation in 
AES because it corrects the percent-agreement for the case of agreement that would be 
expected purely by chance when estimating the degree of agreement between two raters.

CONCLUSION

Automated Essay Scoring (AES) is a software or service which grade essays with high 
human rater agreement. The objective of AES is to reduce the cost of time and effort on 
grading essays. In the current stage, the presence of AES cannot replace human raters in 
essay grading tasks, but it can assist human raters as a second rater. Most of the AES are 
developed in Western countries and there is still no commercial AES developed in the Asian 
region. According to past literature, most studies focused on evaluating essays based on 
its content by using Latent Semantic Analysis (LSA) technique. Moreover, most of the 
reported implementations treat AES as a supervised document classification task. Hence, 
this paper proposed three types of supervised general frameworks (content similarity, 
machine learning and hybrid) based on the past literature and a new framework which 
evaluates essays based on content and linguistic features. This review has also shown that 
different AES research used different evaluation methods to examine the proposed model 
performance, and this causes difficulty in doing a proper comparative study. Hence, this 
paper proposes Quadratic weighted kappa (QWK) as a standard method to evaluate AES 
performance and this can help to standardize the development of AES.
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ABSTRACT

Low duty cycling is a widely adapted technique to conserve energy in the most used Medium 
Access Control (MAC) protocols in Wireless Sensor Networks (WSN). But such low duty 
cycle-based MAC protocols perform poorly under broadcast traffic as they suffer from 
redundant retransmission and maximization of relay nodes problems. Addressing these 
issues is critical, as the advent of IoT and ubiquitous computing applications has increased 
the demand for broadcast support. Our previous work, Preamble based Receiver Initiated 
Broadcasting MAC (PRIB-MAC) performed well in most parameters under broadcast 
traffic, but it had scope for improvement in reducing the number of transmissions. In this 
paper, we propose the PRIB-Connected Dominating Set (PRIB-CDS), built on top of PRIB-
MAC with the addition of dynamic forwarding technique by forming a forwarding set with 
the help of Greedy algorithm. The simulation results of our proposed PRIB-CDS algorithm 
shows that it has reduced the number of transmissions significantly as it reduces forwarding 
nodes and balances the energy between the nodes to avoid re-broadcasting the data.

Keywords: Broadcasting, CDS, dynamic forwarding, MAC, PRIB-MAC, retransmission, WSN

INTRODUCTION

In WSN, broadcasting can be used in different 
scenarios like network topology discovery 
process, network configuration process, 
routing process, information dissemination 
and so on. In the recent developments of IoT 
and ubiquitous computing techniques, the 
sensor node can communicate via multiple 
hops without centralized control. Naturally, 
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WSN nodes are very small in size and can function in the IoT and Ubiquitous computing 
applications with limited energy where the nodes can operate many years without human 
interruptions. 

To meet the energy efficiency requirements, WSN employs various asynchronous 
low duty cycling techniques, where the nodes sleep and wake-up on their own schedules 
to conserve energy and several sender-initiated and receiver-initiated mechanisms are 
proposed to achieve coordination among the nodes (Anubhama & Rajendran, 2017). But 
these techniques perform poorly for broadcast traffic, as the broadcasting techniques like 
repeated unicast proposed in Asynchronous Duty cycle Broadcasting (ADB) and flooding 
lead to redundancy, increased latency, and energy consumption (Sun et al., 2009; Guo et 
al., 2011). Therefore, providing a solution for energy efficient broadcasting in low duty 
cycled networks is an important issue in WSN, which we have tried to address in our 
previous work PRIB-MAC (Anubhama & Rajendran, 2020b). As an alternative to repeated 
unicast for broadcasting, it employed short preambles as part of the receiver-initiated low 
duty cycle mechanism. The results were promising with improved network coverage and 
reduced control overhead and energy consumption. 

However, re-transmission is a common issue in these low duty cycle-based protocols 
which can be effectively reduced by using dynamic forwarding techniques (Anubhama 
& Rajendran, 2020a). In dynamic forwarding, the forwarder node is elected by using any 
one of the mechanisms such as Cluster based, On-demand or Multiple Criteria based, and 
Connected Dominating Set (CDS) based. 

In Cluster based mechanism, WSN nodes form a cluster and choose the cluster head 
based on energy, distance, or any other criteria (Fouchal, 2012). On-demand algorithm 
chooses the forwarder node by calculating a threshold value, based on the residual energy 
level of the nodes or distance of the node from source to destination or both energy and 
distance. This works comparatively well in unicast than broadcast (Tan & Chan, 2010; 
Rehena et al., 2013). In CDS, each node in the network must learn the 1-hop or 2-hop 
information of its neighbors and it chooses the forwarding node by calculating the degree 
of node or by using the range of each node. 

Cluster based and On-demand algorithms focus more on achieving node coverage 
in broadcast operations (Vijayasharmila et al., 2015; Afia et al., 2019). However, these 
algorithms are known to have the limitation of centralized node failure and time delay, 
respectively. In comparison with the other dynamic forwarding algorithms, the CDS method 
is well employed in avoiding retransmissions and reducing the number of relay nodes, 
which will result in reducing energy consumption.

Based on the network topology, the CDS construction algorithms can be further 
classified into centralized and decentralized. In centralized, the entire control of the network 
is maintained by a single node and if that central control fails, the entire network collapses.  
In decentralized, each node manages themself, therefore a single node failure does not affect 
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the entire network. The decentralized algorithm can be further classified into distributed 
and localized algorithms. The decision process of distributed algorithms is decentralized, 
and it is classified as pruning-based and MIS-based CDS construction algorithms. But 
the decision process of a localized algorithm is distributed where it involves continuous 
communication rounds and is further classified into Addition-based and subtraction-based 
localized algorithms. The Addition-based localized CDS construction algorithm begins with 
commonly disconnected nodes, and then adds other nodes to create the CDS. According 
to the type of initial subset, the Addition-based localized CDS construction algorithms are 
further classified into MIS-based algorithm and tree-based algorithm, which incorporates 
search techniques such as greedy and heuristic search. Subtraction-based localized CDS 
construction algorithms systematically remove nodes from the initial CDS, which is a set 
of all the nodes in the network. 

The next section discusses some of the related works in forwarder selection based 
on distributed CDS construction algorithms. The materials and method section discusses 
the design and implementation of PRIB-CDS protocol, the result and discussion section 
describe the simulation results for PRIB-CDS in comparison with other broadcasting 
protocols and we conclude the paper with scope for future enhancements. 

RELATED WORKS

To avoid retransmission and to achieve better broadcasting, dynamic forwarding techniques 
play an important role in asynchronous broadcasting MAC protocols, where election of 
forwarders is efficiently done using distributed CDS approach. Here some of the existing 
distributed CDS approaches are discussed based on their complexity, running time, stability 
and overhead. 

The distributed pruning-based algorithm uses two phases to construct the CDS (Alzoubi 
et al., 2002). First, MIS (Maximal Independent Set) is identified by forming a spanning tree 
using the distributed leader election algorithm and next, the dominating tree is identified. 
All the nodes in the dominating tree form the CDS. This algorithm suffers from time and 
message complexity.

The Self-Pruning and Dominant-Pruning (DP) algorithms are proposed to deal with 
low-cost flooding tree problems by using different heuristic search flooding methods 
(Hyojun & Chongkwon, 2001). In self-pruning, each node knows their 1-hop neighbour 
information by exchanging adjacent node information and it suffers from message overhead. 
Whereas in dominant pruning, each node calculates their 2-hop neighbour information by 
exchanging the adjacent node list with neighbour and the sender chooses the adjacent node 
to forward the packet to complete the flooding. But this leads to energy depletion of the 
source node and it also consumes more bandwidth. The improved self pruning algorithm 
works based on self pruning, in which every node makes its own decision to rebroadcast 
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the packet depending on its neighbour details (Rab et al., 2017). It completes its broadcast 
with a smaller packet header, but it uses extended neighbour knowledge that contains 3-hop 
neighbour information, which is used to find its forwarder. This algorithm takes more 
computational time to decide its forwarding node. The Counter Based Dominant Pruning 
(CDP) algorithm is constructed by combining the advantage of counters-based scheme 
and Dominant Pruning (Hoque et al., 2020). It avoids the problem of the host receiving 
the same message again while broadcasting using some threshold value. However, this 
algorithm suffers from functional overheads.

In a distributed MIS-based algorithm first independent nodes are found using a 
searching algorithm and then MIS (Maximal Independent Set) nodes are interconnected 
(Das & Bharghavan, 1997). This algorithm is further classified as single initiator and 
multiple initiator algorithms. Single initiators algorithm uses a MCDS (Minimum 
Connected Dominating Set) and spine methods to construct the routing techniques in 
wireless networks (Das et al., 1997). It is very expensive for maintaining. The multi-
initiator algorithm proposes a message/time distributed algorithm and is designed to solve 
the problems in computing forwarding set by calculating MCDS (Cheng et al., 2006). But 
it suffers from a high message complexity problem.

The Addition based localized MIS algorithm constructs the CDS in two different 
stages in which Maximum Independent Set is identified by selecting the neighbor nodes 
with the highest count repeatedly and then applying localized searching techniques to 
increase additional nodes (Hong et al., 2013; Zhou et al., 2005). The tree based localized 
CDS algorithm is composed of three phases that are choosing the number of initiators, 
using the timer for forming the CDS tree, adding additional bridge nodes for connecting 
the neighbors respectively which results in increased time complexity.

The subtraction based localized algorithm consists of two stages to construct the CDS 
whereas at first each node collects and exchanges messages about its 2-hop and 1-hop 
neighbor details and it removes itself from the CDS if a direct connection between any pair 
of its 1-hop neighbors exists followed by which some heuristic search rules are applied 
which results in reducing the CDS size (Dai & Wu, 2004).

Among these CDS based algorithms, the localized CDS construction algorithms 
work well in calculating the forwarder node and the Addition-based CDS construction 
algorithm produces smaller CDS than the Subtraction-based CDS construction algorithms. 
In comparison with the other heuristics search algorithms, greedy algorithms generate 
smaller CDS which in turn reduces the number of transmissions. Hence, to enhance our 
previous work of PRIB-MAC (Anubhama & Rajendran, 2017) and propose an energy 
efficient low duty cycle broadcasting scheme for WSN, we focus on forming the CDS using 
a greedy algorithm. The simulation results are compared with PRIB-MAC and some of 
the existing state of the art broadcasting schemes like, ADB (Sun et al., 2009) and SALB 
(Hong et al., 2013).
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MATERIALS AND METHODS

Network Model

Let us consider there are n nodes in the network, which are equally distributed in equal 
transmission range of one unit. The given network is defined as a graph G(V,E) in which 
V is the set of nodes and E is the edge where an edge is represented as {u,v}∊E where u 
and v are the nodes within the communication range. G represents a non unit disk graph. 
Let N(v) is a neighbour set of node v (including v) then N(V)=Unionv∊VN(v) is a set of all 
nodes of V and V covers U if U⊆ N(V). 

A fractional x-hop detail of a node v is a subgraph Gx(v)=(Nx(v), Ex(v)) of the network 
G. Here Nx(v) is the x-hop neighbour set and Ex(v) is the x-hop connection set of v. Now 
we can specify N0(v)={v} and Nx(v)= Uu∊Nx-1(v)N(u) for x≥1 and Ex(v)={(u,w)ǀu∊Nx-1(v)
Λw∊Nx(v)} includes link among the nodes in Nx(v). But excludes the link between two 
nodes which will be precisely x hops from v. Gx(v) collected from v by sending x rounds of 
“Hello” packet. It is shown in Figure 1 and if v has 1-hop neighbour details, then it knows 
all its neighbours but not the link between these neighbours. The entire x-hop details of 
a node v is a subgraph G1

x(v)=(Nx(v), E1
x(v), Where E1

x(v)={(u,w)ǀu,w ∊ Nx(v)} is the 
entire x-hop connection set of v and that details is collected by sending (x+1) rounds of 
“Hello” packet. We assume each node assigns its own sleeping schedule in asynchronous 
manner and can transmit the data when it wakes up but receives the data only during its 
active time slots.

Problem Formation

In this work we consider a multisource broadcasting scheme, where every node in the 
network can broadcast the data to the rest of nodes in the network. Each forwarding 
node receives the data from source and retransmits among its neighbours to complete the 
broadcasting operation. Thus the broadcasting problem in WSN with different sleep/wake 

Figure 1. Fractional x-hop information

G0(v)

G1(v)

G2(v)

G3(v)
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up schedules has to be redefined by forming a forwarding set F(G) from G(V,E) which will 
be a subset of V. The data will be forwarded via forwarding set F(G).

Proposed Protocol

PRIB-CDS is based on our existing work PRIB-MAC, in which the source broadcasts the 
data to the neighbour nodes by employing a short preamble. In Receiver Initiated approach, 
the source waits for the beacon from its neighbor nodes. Even after receiving the beacon, 
the source delays sending the data by sending a short preamble to its neighbors, which 
gives additional time for its neighbor nodes to wake up. This avoids repeated unicast by 
covering more nodes in a single transmission. PRIB-CDS has two key phases of operation: 
Construction of forwarding set and broadcast using forwarder defined in F(G).

Construction of Forwarding Set

In a given network G(V,E), each node knows its x-hop subgraph Gx(v)=((Nx(v),Ex(v)) and 
it select the forward node set F(G) from its i-hop neighbour set N(v) to cover its next-hop 
neighbour set Nj(v), that is F(G)U{v} is a MCDS for Gx(v). F(G) is also known as a coverage 
set of v. When u selects v as a forward node then v is called selector of u and several 
selectors may exist for a single node. Statement 1 and Statement 2 define retransmission 
state and MCDS, respectively. 

Statement 1

A forwarder will be able to transmit the message only when it receives the first packet 
from the selector.

Statement 2

In a given WSN network G (V,E), the nodes other than the Primary Source node (which 
has the data to be sent) fall under Minimum Connected Dominating Set(MCDS) for 
broadcasting. The forwarding set F(G) is formed from MCDS for effective broadcasting.

Algorithm 1. Greedy algorithm for calculating forwarding set F(G)

1: If a node is in H2(G) and if it is covered only by u then add u ∊ H1(G) to F(G).
2: Check the uncovered node in F(G). (If a node in H2(G) is not covered by F(G) then 
it is called an uncovered node).
3: If u envelops highest number of uncovered nodes in H2(G) then add u ∊ H1(G) to 
F(G).
The above greedy Algorithm 1 is used to calculate the forwarding set F(G). The 

selection of F(G) is explained in Figure 2. From that N(v) is covered when v transmits. 
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Therefore H2(v)=(N2(v)-N(v)) is used instead of N2(v). The neighbour u is important 
because a node in H2(v) is only covered by u. In the above Algorithm 1, first cover the 
required neighbours and then neighbours with higher degree nodes are selected to cover 
H2(v). If two neighbours are in the same degree, any one of the nodes is selected to form 
a forwarding set F(G). This can be identified by selecting the node with the minimum 
number of connected nodes.

N2(V)

H1(V) H2(V)

u

v

x

Figure 2. Each node v selects a few 1-hop neighbours to envelop its 2-hop neighbours.

Broadcasting Operation in PRIB-CDS

The Algorithm 2 presents a forwarding mechanism for the nodes in forwarding set F(G) 
constructed by Algorithm 1. 

Algorithm 2. Forwarding Algorithm to Broadcast the Data 

Based on the ID and data SEQ
If the data is received for the first time then

If chanel is free and data to send then
Switch to Tx mode and wait for beacon

Let FRWD_SET be the set of nodes and in F(G) except the source node S 
If ∋u∈ FRWD_SET and receive beacon form the u then

send a preamble tie (wait for tin) to u 
Until ttime out and the data broadcasting occurs.

end if
end if
end if

go to sleep mode
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 In Algorithm 2, the FRWD_SET is the set of all the nodes in F(G) except the source node 
S. When any of the nodes in FRWD_SET receives the beacon from its neighbour u, it 
sends a short preamble time tin to its receiver to keep the receiver awake until ttime out. The 
time tin is refreshed after every preamble. All the receiver nodes that wake up during the 
inter preamble duration send their beacons and at the end of preamble duration, the data 
is forwarded to all the receivers that received the preamble. Every source node maintains 
an ID in the broadcast packets to differentiate the data between the source nodes and adds 
a sequence number SEQ to identify the sequence. If every node in the forwarding set 
succeeds in delivering the broadcasted packets to its neighboring nodes, all nodes in the 
network are assured to receive the broadcast packets, as the broadcast forwarding set of 
PRIB-CDS is a CDS.

Minimum number of transmissions to complete a broadcast in the network is assumed 
to be Amin. The maximum delay time set for a source is represented as ttime out   and the 
number of active forwarders/receivers which would be sending the beacon to the source/
forwarders is represented as Tnodes. Also, we assume that the nodes with two extreme 
time differences set can be covered within two cycles of maximum delay time i.e., 2 ttime out.

Since the transmission to a node is only according to the number of active forwarders/
receivers in ttime out, the number of necessary transmissions is atmostmin(Δ, |Tnodes|). The 
numbers of transmissions of PRIB-CDS are bounded by [min (Δ, |Tnodes| + c)](Amin + 
1), where c is constant.

To cover its 2-hop neighbor nodes, the 1-hop nodes of node u need at most R2 
transmission totally, where R2 is the number of node u’s 2-hop neighbor nodes. Also, the 
2-hop nodes of node u will need to transmit messages to node u’s 3-hop neighbor nodes 
through their 1-hop nodes, respectively. Denoting the number of node u’s 3- hop neighbor 
nodes as R3, the numbers of transmissions to cover all 3-hop neighbor nodes of node u are 
at most 2R3 because each 3-hop node connects to only one 1- hop node in the worst case. 
Therefore, the numbers of transmissions M to finish the broadcast equal. 

|S|(min(Δ, |Tnodes|+R2+ 2R3)) 

where S is the dominating set. Hence a constant c is used to denote the upper bound of 
R2+ R3.

RESULT AND DISCUSSION
The performance of PRIB-CDS is evaluated for some of the key parameters in broadcasting 
such as number of transmissions, network coverage and energy efficiency. The results 
are compared against our previous work PRIB-MAC upon which PRIB-CDS is built 
on and some of the state broadcasting protocols in WSN such as ADB, an RI-MAC 
based asynchronous duty cycled protocol and SALB, an asynchronous CDS based local 
broadcasting protocol for WSN.  
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Simulation Methodology

The simulation is done using OMNET++ simulation engine. We deployed 6 to 21 nodes, 
randomly distributed over a 300mX300m square region within 125m to 225m transmission 

Table 1
Parameters used in simulation

Parameter Value
Area 300mX300m
Total No.of nodes 6 to 21
Transmission range 125mX225m
Time Slot 1s
Time interval per hop 0.3s
Preamble Duration 0.002s to 0.05s

range where the size of each broadcast packet 
remains the same for every node. Preambles 
are special packets sent back-back to keep 
the node awake. Instead of sending several 
preambles back-back, source can send the 
preamble after a particular interval of time, 
which is less than the data time out interval 
of receivers. The parameters used in the 
simulation environment are given in Table1. 

Simulation Results

Number of Transmissions. The line chart in Figure 3 shows the number of transmissions 
in PRIB-CDS and PRIB-MAC   with varying preamble durations. For PRIB-MAC, it takes 
8 transmissions for 100% coverage in a 7-node network and the preamble duration has 
no effect on the number of transmissions as it suffers from retransmission issues. Use of 
dynamic forwarding in PRIB-CDS shows significant improvement in reducing the number 
of transmissions as the preamble duration increases.

Figure 4 compares the number of transmissions in PRIB-CDS, ADB, PRIB-MAC 
and SALB for different network sizes. In ADB, the number of transmissions increases 
exponentially for a 21-node network to 43 as it performs repeated unicast transmission to 
achieve broadcasting. Similarly, PRIB-MAC shows linear increase of 25 transmissions for 
21 node networks as it suffers from retransmission issues. SALB performs better as the 

Figure 3. Number of transmissions with different preamble duration
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network size scales up i.e, 22 transmissions for 21 node networks but when the network 
size is small it needs 9 transmissions for 6 node networks as each dominator must transmit 
to its dominant one by one, and there exists redundant paths between the dominators in the 
forwarding set. PRIB-CDS shows marked improvement across network sizes due to the 
combination preamble-based approach and the CDS based dynamic forwarding technique.

Network Coverage Time

The line chart in Figure 5 shows the network coverage of PRIB-CDS compared against 
SALB, PRIB-MAC and ADB. PRIB-CDS achieves full coverage within 3.05s compared 
with ADB, PRIB-MAC. ADB performs poorly as it requires repeated transmission to 

Figure 4. Number of transmissions for different network sizes

Figure 5. Network coverage time(s) with different numbers of nodes
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achieve full coverage. All the other three protocols perform reasonably well with PRIB-
MAC taking slightly more time due to preamble delays and retransmissions issues due to 
the lack of proper forwarding techniques. Both PRIB-CDS and SALB perform well with 
SALB doing slightly better than PRIB-CDS. It must be noted PRIB-CDS takes a slightly 
more time than SALB (2.5s) though it performs better in number of transmissions. It could 
be caused by delay due to contention in PRIB-CDS. In Figure 2 shows that two adjacent 
nodes could be selected as forwarder nodes even if they lie within the transmission range of 
one another and when these nodes try to rebroadcast the data, they will access the medium 
at the same time resulting in contention. 

Energy Consumption

Figure 6 shows the average energy consumption in percentage for PRIB-CDS and other 
protocols. As expected, ADB consumes more energy than the other protocols because of 
its repeated unicasting approach. To keep the receiver active, senders send lots of beacons 
which results in high energy consumption (34% to 36%) for both sender and receiver 
nodes as the repeated unicast approach results in redundant transmissions. PRIB-MAC 
performs poorly (11%) compared to PRIB-CDS (4%) as it suffers from retransmission 
issues during broadcasting due to lack of a proper forwarding mechanism. The line chart 
shows that PRIB-CDS performs the best with 4% consumption for 21 node networks and 
the average energy consumption decreases as the network size increases. It is slightly 
better than SALB (5%) as the sender nodes employ short preambles to cover more nodes 
in the asynchronous duty cycle. Furthermore, in SALB, when the size of the network is 
small, each dominator transmits to its dominant one by one, which is the same as repeated 
unicast resulting in higher energy consumption. 

Figure 6. Average energy Consumption (%)



1912 Pertanika J. Sci. & Technol. 29 (3): 1901 - 1914 (2021)

Anubhama Ramasamy and Rajendran Thangavel

CONCLUSION

We have presented an efficient and robust broadcasting scheme PRIB-CDS, for low duty 
cycled Wireless Sensor Networks, which builds on to the advantages of the preamble-
based approach in PRIB-MAC, by reducing the number of retransmissions by forming a 
forwarding set. Our proposed PRIB-CDS algorithm uses a CDS based approach to find the 
forwarder node in addition to the use of short preambles, which improves key performance 
metrics of broadcasting such the number of transmissions, average energy consumption and 
network coverage time when compared to the multiple unicast approach proposed in ADB.  
Comparisons against another CDS based approach in SALB shows significant reduction 
in the number of transmissions and energy consumption, with scope for improvement in 
delay to achieve 100% node coverage. 
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ABSTRACT

Deep Neural Networks (DNN) are more than just neural networks with several hidden 
units that gives better results with classification algorithm in automated voice recognition 
activities. Then spatial correlation was considered in traditional feedforward neural 
networks and which do not manage speech signal properly to it extend, so recurrent neural 
networks (RNNs) were implemented. Long Short-Term Memory (LSTM) systems is a 
unique case of RNNs for speech processing, thus considering long-term dependencies Deep 
Hierarchical LSTM and BiLSTM is designed with dropout layers to reduce the gradient and 
long-term learning error in emotional speech analysis. Thus, four different combinations 
of deep hierarchical learning architecture Deep Hierarchical LSTM and LSTM (DHLL), 
Deep Hierarchical LSTM and BiLSTM (DHLB), Deep Hierarchical BiLSTM and LSTM 
(DHBL) and Deep Hierarchical dual BiLSTM (DHBB) is designed with dropout layers to 
improve the networks. The performance test of all four model were compared in this paper 
and better efficiency of classification is attained with minimal dataset of Tamil Language. 
The experimental results show that DHLB reaches the best precision of about 84% in 
recognition of emotions for Tamil database, however, the DHBL gives 83% of efficiency. 
Other design layers also show equal performance but less than the above models DHLL & 
DHBB shows 81% of efficiency for lesser dataset and minimal execution and training time.

Keywords: BiLSTM, DNN, Emotional Recognition, 
LSTM, RNN 

INTRODUCTION

Advanced pipeline consists of various 
protocols and hand-engineered creation 
method depend on top speech processing. 
They define an end-to-end language method, 
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named “Artificial Language” whereby machine learning overrules these steps in the process. 
The above method, combined with such a classification algorithm, produces improved 
speed on difficult language processing activities than conventional technique, while still 
being somewhat easier. Deep Speech performs admirably recently written approaches 
mostly on phone line. As the result, one should always elaborately design the parts of the 
network for reliability to enhance effectiveness on such a function like recognizing voice in 
a loud background. Under comparison, exploiting neural networks, the framework utilizes 
deeper processing end-to end. To strengthen the overall quality, we reap the benefits of its 
information represented by deep learning models to train through massive data. 

In this article, the characteristics of LSTM, and BiLSTM were analyzed for emotional 
voice recognition implemented to Tamil emotional information set and used a suitable 
clustering technique. To classify data sets, distinct user defined classifiers are based end-
to-end utilizing CTC. The paper is, as continues to follow, organized. First it describes 
integrated research in the community of emotional voice recognition and machine learning 
and then gives the brief introduction about RNN and its layers. Then describes the feature 
extraction variables that are implemented and details about the dataset collection. Then 
the research performed, and the outcome are reported. Followed by the conclusion and 
discussions.

MATERIALS AND METHODS

In deep learning more than 20 years ago, feed-forward neural network analysis was carried 
were examined (Liu, Z. T. et al., 2018; Cummins et al., 2017; Mustaqeem, & Kwon, 
2020; Mannepalli et al., 2016a; Hussain et al., 2019). Recurrent neural networks and fully 
connected layers models were being used at almost the same time in voice recognition 
(Huang et al., 2019; Khan et al., 2019; Karim et al., 2019; Khalil et al., 2019). Most recent, 
with an almost all state-of-the-art speech task comprising a few other types of recurrent 
neural network, DNNs are becoming a feature throughout the ASR pipeline (Zhang et al., 
2019; Tzirakis et al., 2018; Mannepalli et al., 2016b; Kumar et al., 2017). It has also been 
noticed that convolutionary networks are useful for acoustic systems (Badshah et al., 2019; 
He et al., 2016; Jiang, 2019; Wang et al., 2018). In nation-of-the-art recognizers, deep 
neural networks, generally LSTMs (Rao et al., 2018; Khamparia et al., 2019; Navyasri et 
al., 2017) are now just starting to be implemented and perform well coevolutionary layers 
for the retrieval of functions (Krizhevsky et al., 2012; Rao & Kishore, 2016; Ocquaye et 
al., 2019). It has also tested systems in both bidirectional and unidirectional recurrence. 
End-to-end emotional speech recognition is indeed a popular field of research that, when 
it is used to score the performances of DNN-HMM (Zeng & Xiao, 2019; Xie et al., 2018; 
Kishore & Prasad, 2016) shows promising performance. The RNN group performed well 
enough with graphemic results in emotional speech recognition. It is exposed that the 
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CTC-RNN system performed well during determining of emotional recognition although 
a vocabulary will still be required in either case (Sainath et al., 2015; Tzirakis et al., 2017; 
Ma et al., 2016). In addition, the CTC-RNN process were to be pre-trained with a DNN 
back propagation network provided by frame-wise formations first from HMM system 
(Zhang et al., 2018; Liu, B. et al., 2018; Ma et al., 2018; Sastry et al., 2016). In addition, 
without depending on the frame-wise groupings for preprocessing, we practice the CTC-
RNN channels. To date, the exploitation of volume in neural networks has also been 
important to the field’s success. 

Recurrent Neural Network (RNN)

The Sequential data theory is used by RNNs. The RNN, a neural network with a recent 
memory that affects forecasting accuracy besides observations, sequences files contained 
in RNN memory is being used. In the conventional neural network, the concept of using 
RNN rather than the convolutional neural network is that any inputs are not dependent on 
one another. Therefore, use of recurrent neural networks in emotional speech processing 
is a better idea (Mustaqeem & Kwon, 2020).

LSTM

German researchers identified LSTM or Long Short-Term Memory with in mid-90s mostly 
as difference of its recurring channel to long short-term memory modules. It is indeed one 
generation closer with RNN. Whereas the issue of dimensionality reduction and explosion 
slope has been endured by a recurring channel, these were developed to the two issues 
described previous section. Analyzing the design methodology of LSTM, the layers of 
input and output are comparable to others in the RNN. In the center node or the replicating 
module, the difference lies. In LSTM, the repetition part uses 4 layers rather than one, as 
in RNN. Such layers come into contact with each other in LSTM, but this communication 
appears to be part of LSTM’s decision-making procedure.  The Figure 1 below shows the 
repetitive subsystem architecture.

Figure 1. Sequential LSTM layer internal architecture
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The line graph which represents plus, and cross symbol show the state of its node and 
behaves as major factor to LSTM. LSTM can change reflective process throughout the cell. 
It behaves like a chain which determines the amount of information from all 4 layers to 
also be handled. The ‘+’ and ‘X’ represent the gates in each state of the cell. Gates chooses 
to either allow the data to next phase or not. Individuals are composed of an artificial 
neural layer including its sigmoid and a point wise procedure of multiplying. The sigmoid 
part provides the given number between 0 and 1, characterizing how often data to just let 
through in. Second, it is necessary to determine the latest data is stored throughout the 
total numbers, that is achieved by referencing the information of the input gate layer and 
the above-mentioned input training algorithm. Updating the new cell state will be the next 
input mode.  Then it preceded by the objectives have been met computation, completed 
by the hidden layers of the output.

BiLSTM

Schuster and Paliwal (1997) developed bi-directional recurrent neural networks (BRNN) 
to incorporate 2 different hidden LSTM layers from reverse direction to almost the similar 
outcome to overcome the drawbacks of a singular LSTM cell which can only collect prior 
framework but not have the future context. By this architecture, the activation function 
can use the comparison to previous framework of specific aspects. The sequence input 

(

)

 is measured by a BiLSTM again from reverse direction with a forward 
hidden pattern 

(

)

 and a primitive hidden sequence 

(

)

. The encrypted variable yt, e, is established by the convolution including its finalized 
outputs forward and backward, (

)

 (Equation 1-4).(
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Where the throughput pattern of the first hidden units is . In 
addition, there may be some relevant studies assistance to demonstrate that even a high 
system structure is much more effective than a simplistic one in portraying a few other 
functions. Thus, this paper has identified a layered BiLSTM network in which the  
output again from lower layer will become the higher layer feedback. Figure 2 illustrates 
the loaded BiLSTM system.
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Describing 
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  as well as 
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 to portray discussion 
patterns and response sequential output, during which n and m signify the duration of the 
answers to questions including both   and  clearly show the responses to questions 
throughout the -th sentences. To acquire their previous hidden structures, HQ and HA, 
a layered BiLSTM over the responses to questions, and the arithmetic is as continues to 
follow in which d seems to be the hidden layer factor (Equation 5-8).
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Feature Extraction

Mel Frequency Cepstral Coefficients (MFCC). MFCC is determined by the characteristics 
of listening in the human ear, which simulates the human auditory system using a nonlinear 
frequency unit. The Fast Fourier Transform (FFT) technique is optimally used to transform, 
as explained in, each sample frame from the time domain into the frequency domain 
(Equation 9).

[9]

[10]

[11]

	 [9]

Figure 2. BiLSTM layer internal architecture
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The mel filter bank is composed of overlapping triangular filters with the cutoff 
frequencies determined by the two adjacent filters’ center frequencies. The filtration has 
centre frequencies linearly distributed, and fixed mel scale bandwidth. The logarithm 
seems to have the impact, mentioned in, of shifting multiplier into addition (Equation 10).[9]

[10]

[11]

	 [10]

Ultimately, to find the MFCC, the Discrete Cosine Transform (DCT) of the log wavelet 
packet energy is computed (Equation 11).

[9]

[10]

[11]	 [11]

MFCC Delta

MFCC Delta, also known as variance and maximum speed coefficients. The features of 
MFCC vector explains only the power spectral functions of single frames, but in speech 
data the information will be obtained in dynamic values and more variation in features, 
what the trajectories of the MFCC features extracted are done with over time. It gives an 
out turns that calculating and appending the MFCC trajectories to the vectors of real and 
original features increases the performance of ASR by quite a bit (if we have 12 MFCC 
coefficients, we would also get 12 delta coefficients, which would combine to give a length 
24 feature vector). The following formula is employed to calculate the delta coefficients 
(Equation 12):     

				    [12]

where dt is a delta coefficient, t  frames are computed in terms of the static coefficients 
c t+n to c t-n. A typical value for N is 2.

The Bark Scale

It is based on the key throughput idea, is predictable underneath 500 Hz. e Bark scale 
outcomes from portraying an entire band of wavelengths with sequences of critical bands 
and not allowing to merge them. The Bark 1 to 24 numbers are the 24th critical band in 
the proceedings. Equivalent Rectangular Bandwidth ERB respective logarithmic and 
sequential; that every dimension is like Bark scale as it also offers an approximation 
of bandwidths of high noise filters, and therefore utilizes rectangular (unachievable 
recognition) band-pass filters to efficiently optimize filter modelling. The case hardening 
conversion would be between ERB and Hertz.
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Spectral Kurtosis
The component associated with the execution of extracting features is spectral kurtosis, 
but it symbolizes the statistical relationship from both voice samples (Xie et al., 2018). 
Throughout the transmissions, the spectral kurtosis could still be described as the value of 
kurtosis of the variables of voice, and therefore is described as Equation 13:

		  (13)

During which  the complicated conjugate of the process 
parameters Sc(m )  is demonstrated by S(m) as well as the accumulated fourth and second 
order are stated by a4 and a2.

Spectral Skewness
The spectral skewness (Wang et al., 2018) demonstrates the irregularities in the spectrum 
‘s distribution of the voice signal on its average rating. The spectral skewness further 
assumes the energy level of its spectrum via transfer. Unless the energy size is low upon 
this distribution left side, it will be very strong if the spectral variable of skewness contains 
its speech signal.

Dataset
The emotional voice signals are recorded through mobile apps for training and research. 
All inputs are captured in 44KHz frequency mono signal.  The samples collected were 
utilized for the simulation purpose.  Speech information is obtained from 10 individual 
male and female speakers individually. Every speaker has been asked to utter 10 times each 
sentence in different emotions like anger, happy, sad, fear, disgust, neutral and boredom. 
The sentence I have taken is “Na nalla iruken ennaku onnum illa”. Both male and female 
speakers report a total of 1400 emotional speech data samples. These samples were taken 
into consideration for this design flow analysis. A sentence-based samples were recorded 
by students of arts. For testing purpose, the samples were collected with co-working 
faculty to identify their emotions during their counselling period. Totally 50 samples were 
collected with same 44KHz through same mobile apps. Thus these 50 samples were tested 
to identify the emotions of working faculty. Since the training data base were collected 
by the professional actors, taking that Tamil emotional data as base the testing emotion 
database can be identified with more accuracy and perfection.

RESULTS AND DISCUSSION
With sequential data input, the emotional speech database is analyzed in this design layer. 
The speech signal is converted to LSTM / BiLSTM Layers as sequential vectors and 
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then passed to them. MFCC, MFCC delta, Bark spectrum, Spectral kurtosis and Spectral 
Skewness are the extraction characteristics selected for this design analysis shown in Figure 
3. For testing and training, all the characteristics were examined and concatenated for each 
speech data to identifies its mean and standard deviation. The vector feature per sequence is 
assigned to 20 and total number of feature overlapping is 10. With these characteristics the 
evaluation for different design layer structures that have been fixed. Adam is the optimizing 
algorithm used here. The Adam optimization algorithm is applied to back-propagation, 
which has been utilized in many areas recently for the analysis of deep learning and other 
applications like artificial intelligence and computer vision. Integration, some of the 
common features of Adam, is directly forwarded for experimentation. Effectiveness in 
computation. Tiny specifications for recollection. Wavelet transform for adjusting patterns 
diagonal direction. Well suited for problems with information- and/or parameter-size. Good 
for goals that are non-stationary. 

For very noisy/ or scattered gradients, an effective algorithm. Hyper-parameter 
interpretation is user-friendly and usually includes minor changes. Optionally, during each 
single era, the data must optimize the training weights numerous times. The volume of 
material which is included in almost every transformation in sub-epoch weight is known 
as the size of the batch. For example, with a 50-voice test set, an entire batch size would 
be 1000, a 500 or 200 or 100 mini batch size, and batch size will define the deep function 
of training and testing of data, thus mini batch size is set to 250 and for the evaluation, the 
number of hidden layers is 500 and the initial learning rate is 0.005 and the max epoch is 
10. Well after the epoch increases, the iteration can increase the efficiency by continuously 
training data, but the accuracy and loss during iteration remain the same. The accuracy 
level of the training dataset after 10 epochs has not been modified. The timeline for the 
learning rate is piecemeal. Dropout is a method that addresses both problems. This prevents 

Figure 3. Proposed DNN design layer architecture
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overfitting and provides a way to effectively combine numerous different neural networks 
exponentially. The word dropout refers to the dropping out of units in a neural network 
(hidden and visible). In the simplest case, each unit is maintained with a fixed probability 
p, independent of other units, where p can be selected using a validation set or simply 
set to 0.5, which seems to be almost optimal for several networks and operations. The 
optimal retention probability, however, for the input units is generally closer to 1 than to 
0.5. For design layer analysis three dropout layers were accomplished after each LSTM. 
The probability values are 0.5 each. The LSTM / BiLSTM design layer was analyzed by 
fixing all these parameters.

Deep Hierarchal LSTM&LSTM (DHLL) Model

As mentioned before the input speech signal is converted into the sequential data and 
processed to the dropout layer. The performance of the models is analyzed to reach a 
conclusion that DHLL model generates confusion matrix with 10-fold cross validation. 
Since cross folding is random each evaluation output shows different accuracy level a mean 
of 5 evaluation was considered for DHLL accuracy rate. Among the average 10 folds cross 
valuation fold 3 shows 85.7% of accuracy and fold 4 and 6 shows 83.98% of accuracy 
shown in Figure 4, where other folds also show better performance of accuracy around 
70-80%. In the testing phase 50 samples of emotions were given as input for analysis of 
emotional recognition. From the 5 evaluation the best and higher accuracy level obtained 
in DHLL is 80.1%. 

In the five evaluation the time taken to training and evaluation of classification timings 
were considered from Figure 5. While taking the mean value for training of DHLL takes 
around 7.86 Mins and to evaluate the classification it takes around 1.36 mins.

DH LSTM/LSTM MODEL Cross Fold Outputs

Figure 4. DHLL Cross fold output for multiple evaluation
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Figure 5. DHLL performance of evaluation time and training time

DHLL Evaluation and Training Time
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DHLL accuracy rate in each evaluation

Figure 6. DHLL accuracy rate for 5 evaluations

Finally, by considering the higher accuracy level iteration it shows time taken is 6.14 
and 1.18 for training and evaluation (Figure 6). Since the data set is recorded with 44khz 
of mono signal the evaluation time for training the dataset extend to 9.41mins, but the 
accuracy level is low than the best accuracy rate. 

Thus, from Figure 6 its concluded that best accuracy obtained for Tamil emotional 
dataset in DH LSTM/LSTM model is 81.1%, but disgust is lagging at higher rate. From 
Figure 7, it is clear that still emotions like disgust are mapped or overlapped with other 
emotions like boredom and sadness. The confusion matrix shows emotions like anger and 
neutral shows better accuracy rate of 96% and 92%. Whereas other emotions have some 
average performance towards their own parent class.  Emotion like sadness, disgust and 
happiness has only 68% of accuracy and 32% of loss can be seen in row normalization.
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Deep Hierarchal LSTM & BiLSTM (DHLB) Model

The performance of DHLB models is analyzed to reach a conclusion that DHLB model 
generates confusion matrix with 10-fold cross validation as final classification output. 
AS like DHLL max 5 times the simulation is evaluated to find the consistent in accuracy 
level. Among 5 simulation the average 10 folds cross valuation fold 3 shows 88.58% of 
accuracy and fold 2 and 9 shows 84.56% of accuracy shown in Figure 8, where other 
folds also show better performance of accuracy around 70-80%. In the testing phase same 
50 samples of data used in DHLL is utilized for analysis. Each iteration there is a small 
variation in identification of emotional recognition. The average accuracy level for 5 
evaluation is around 81.54%.

Now by analyzing the time factor the five evaluation the time taken to training and 
evaluation of classification timings were considered from Figure 9. While taking the mean 
value it is clear that for training of DHLB takes around 5.63 Mins and to evaluate the 
classification it takes around 1.05 mins.

From Figure 10 the accuracy level in each simulation is established. As the cross-
validation folds are random the accuracy level changes randomly. But it lies in the range of 
80 to 84. In each simulation the training time and the evaluation time also varies, but only 
seconds of variation can be identified. Among the 5 simulation results, in second iteration 
higher range of results is identified i.e., 83.43%.

Finally, by considering the higher accuracy level iteration it shows that for the given 
input Tamil database DHLB model gives 83.4% of efficiency (Figure 11). 

Figure 7. Cross fold confusion matrix for DHLL
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Figure 10. DHLB accuracy rate for 5 evaluations

Figure 8. DHLB cross fold output for multiple evaluation

Figure 9. DHLB performance of evaluation time and training time

DH LSTM/BiLSTM MODEL Cross Fold Outputs

DHLB Evaluation and Training Time

DHLB Accuracy rate in each evaluation
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In the confusion matrix, emotions like anger and neutral gives higher rate of 98% and 
90%. As like DHLL this model also lags in other emotional states. Happy and Neutral 
emotions lags in DHLB model. Only 74% of accuracy is obtained in both states and shows 
lowest of all emotion recognition. Fear, Boredom and Disgust shows 80% and 84% of 
accuracy.

Deep Hierarchal BiLSTM & LSTM (DHBL) Model

The DHBL models is analyzed to reach a conclusion that DHBL technique generates 
confusion matrix with 10-fold cross validation as final classification output. As like DHLB 
max 5 times the simulation is evaluated to find the consistent in accuracy level. Among 5 
simulation the average 10 folds cross valuation fold 6 shows 88.56% of accuracy and fold 
5, 3, and 8 shows 84% and 82% of accuracy shown in Figure 12, where other folds also 
show better performance of accuracy around 70-80%. In the testing phase same 50 samples 
of data used in DHLL is utilized for analysis. Each iteration there is a small variation in 
identification of emotional recognition. The average accuracy level for 5 evaluation is 
around 81.3%.

Now by analyzing the time factor the five evaluation the time taken to training and 
evaluation of classification timings were considered from Figure 13. While taking the 
mean value it is clear that for training of DHBL takes around 10.4 Mins and to evaluate 
the classification it takes around 0.54 mins.

Figure 11. Cross fold confusion matrix for DHLB
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From Figure 14 the accuracy level in each simulation is established. As the cross-
validation folds are random the accuracy level changes randomly. But it lies in the range 
of 79 to 84. In each simulation the training time and the evaluation time also varies, but 
only few seconds of variation can be identified. Among the 5 simulation results, in third 
iteration shows higher range of results is identified i.e., 83.13%.

Finally, by considering the higher accuracy level iteration it shows that for the given 
input Tamil database DHBL model gives 83.13% of efficiency (Figure 15). In the confusion 
matrix, emotions like anger and neutral gives higher rate of 98% and 92%. As like DHLL 
this model also lags in other emotional states. Disgust and Sadness emotions lags in DHBL 
model. Only 64% of accuracy is obtained in both disgust and sadness states and shows 
lowest of all emotion recognition. Fear, Boredom and Disgust shows 80% and 86% of 
accuracy.

Figure 12. DHBL cross fold output for multiple evaluation

Figure 13. DHBL performance of evaluation time and training time

DH BilSTM/LSTM MODEL Cross Fold Outputs

DHBL Evaluation and Training Time
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Deep Hierarchal BiLSTM & BiLSTM (DHBB) Model

The DHBB models is analyzed to reach a conclusion that DHBB technique generates 
confusion matrix with 10-fold cross validation as final classification output. As like other 
models max 5 times the simulation is evaluated to find the consistent in accuracy level. 
Among 5 simulation the average 10 folds cross valuation fold 3 shows 86.26% of accuracy 
and fold 4 and 8 shows 80% of accuracy shown in Figure 16, where other folds also show 
better performance of accuracy around 70-80%. 

Figure 14. DHBL accuracy rate for 5 evaluations

Figure 15. Cross fold confusion matrix for DHBL

DHBL accuracy rate in each evaluation
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Each iteration there is a small variation in identification of emotional recognition. The 
average accuracy level for 5 evaluation is around 79.42%. Now by analyzing the time 
factor the five evaluation the time taken to training and evaluation of classification timings 
were considered from Figure 17. While taking the mean value it is clear that for training of 
DHBB takes around 14.3 Mins and to evaluate the classification it takes around 1.14 mins.

From Figure 18 the accuracy level in each simulation is established. As the cross-
validation folds are random the accuracy level changes randomly. But it lies in the range 
of 78 to 82. In each simulation the training time and the evaluation time also varies, but 
only few seconds of variation can be identified. Among the 5 simulation results, in third 
iteration shows higher range of results is identified i.e., 83.13%.

Figure 16. DHBB cross fold output for multiple evaluation

Figure 17. DHBB performance of evaluation time and training time

DHBB Evaluation and Training Time

DH BilSTM/LSTM MODEL Cross Fold Outputs
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Figure 18. DHBB accuracy rate for 5 evaluations

Figure 19. Cross fold confusion matrix for DHBB

DHBB accuracy rate in each evaluation

Finally, by considering the higher accuracy level iteration it shows that for the given 
input Tamil database DHBB model gives 81.4% of efficiency (Figure 19). 

In the confusion matrix, emotions like anger and neutral gives higher rate of 98%. As 
like DHLL this model also lags in other emotional states. Happiness and Sadness emotions 
lags in DHBB model. Only 64% of accuracy is obtained in both happiness and sadness 
states and shows lowest of all emotion recognition. Fear, Boredom and Disgust shows 
80% and 86% of accuracy. 
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Thus, Tables 1 and 2 show the overall performance of the entire designs. Comparing 
with all the models DHLB shows better performance than the other models. Also, DHBL 
also achieves equal performance to DHLB. Both the models give accuracy of 84% for the 
collected Tamil emotional database. Now comparing the training time for all models DHLB 
acts better than DHBL. Even though DHBL shows equal performance towards DHLB, it 
takes more time for training the database. 

More than half of the time is reduced in DHLB. Also, from Figures 20 and 21, it is 
clear that in cross fold 2 achieves highest percentage of accuracy of 97.4%. Among all 
model only 5.41 mins were taken to train the database in DHLB model, whereas DHBL 
& DHBB takes around 11 mins to complete the training. After training the testing is done 
to identify the different emotional classification for the input 50 samples. In testing also 
DHLB shows better evaluation time than other models, it takes only 1.05 mins to complete 
the evaluation.

In most efficient DHLB gives better performance in RNN followed by DHBL it is 
most. The LSTM model takes the least time for training and evaluation, where other 
techniques take slightly more time and DHBB takes the highest time. The results obtained 

Table 2
Overall performance of DH LL/LB/BL/BB models 

Overall Performance (5 Iteration) DHLL DHLB DHBL DHBB
Best Accuracy 81.15 83.43 83.13 81.42
Average accuracy 80.346 81.542 79.42 78.964
Best Training Time 6.12 5.41 10.27 11.26
Average Training Time 7.89 5.634 10.378 11.388
Best Evaluation Time 1.18 1.01 0.56 1.01
Average Evaluation Time 1.368 1.056 0.656 1.114

Table 1 
Cross fold accuracy of DH LL/LB/BL/BB layers

Fold Accuracy/Methodology DHLL DHLB DHBL DHBB
Fold 1 80 81.7 77.1 74.3
Fold 2 80 97.4 82.9 80
Fold 3 82.9 82.9 80 91.4
Fold 4 85.7 82.9 77.1 85.7
Fold 5 74.3 80 85.7 80
Fold 6 94.3 82.9 94.3 80
Fold 7 88.6 77.1 97.1 77.1
Fold 8 80 86.6 77.1 80
Fold 9 88.6 85.7 80 85.7
Fold 10 57.1 77.1 80 80



1933Pertanika J. Sci. & Technol. 29 (3): 1915 - 1936 (2021)

Speech Emotion Recognition Using Deep Learning LSTM for Tamil Language

Figure 20. Cross fold accuracy of all different models

Figure 21. Overall Performance of all models
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from different models are generated and presented effectively in this paper. We believe that 
further research can enhance this model and optimize it with lots of computation and data.

CONCLUSION

Since standard feedforward neural networks cannot handle speech data well (due to lacking 
a way to feed information from a later layer back to an earlier layer), thus, RNNs have been 
introduced to take the temporal dependencies of speech data into account. Furthermore, 
RNNs cannot handle the long-term dependencies due to vanishing/exploding gradient 
problem very well. Therefore, LSTMs and BiLSTM were introduced to overcome the 
shortcomings of RNNs. This paper evaluated RNN with hierarchal of LSTM and BiLSTM 
with dropout layers are compared their performances on interchanging the layers for a 
reduced Tamil emotional speech data set. Four different architectures were evaluated; 
DHLL, DHLB, DHBL and DHBB with dropout layers and the evaluation measures used 
were accuracy, loss, training time and evaluation time. The results show that the DHLB 
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performs better than other models. Accuracy rate of 84% is achieved with minimum loss 
in each seven basic emotions and time taken for training and evaluation is also less than 
the other models. Thus, the recommendation for the reduced Tamil emotional speech 
data set is to use DHLB since it returned good efficiency of recognition values within an 
acceptable running time. Future work will include parameter optimization to investigate 
the influence on different parameter settings. Furthermore, the learning rate, dropout rate 
as well as higher numbers of neurons in the hidden layers will be experimented with to 
get more better performance. 
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ABSTRACT

Designing the interaction among human language and a registered emotional database 
enables us to explore how the system performs and has multiple approaches for emotion 
detection in patient services. As of now, clustering techniques were primarily used in 
many prominent areas and in emotional speech recognition, even though it shows best 
results a new approach to the design is focused on Long Short-Term Memory (LSTM), 
Bi-Directional LSTM and Gated Recurrent Unit (GRU) as an estimation method for 
emotional Tamil datasets is available in this paper. A new approach of Deep Hierarchal 
LSTM/BiLSTM/GRU layer is designed to obtain the best result for long term learning voice 
dataset. Different combinations of deep learning hierarchal architecture like LSTM & GRU 
(DHLG), BiLSTM & GRU (DHBG), GRU & LSTM (DHGL), GRU & BiLSTM (DHGB) 
and dual GRU (DHGG) layer is designed with introduction of dropout layer to overcome 
the learning problem and gradient vanishing issues in emotional speech recognition. 
Moreover, to increase the design outcome within each emotional speech signal, various 
feature extraction combinations are utilized. From the analysis an average classification 
validity of the proposed DHGB model gives 82.86%, which is slightly higher than other 

models like DHGL (82.58), DHBG (82%), 
DHLG (81.14%) and DHGG (80%). Thus, 
by comparing all the models DHGB gives 
prominent outcome of 5% more than other 
four models with minimum training time 
and low dataset.

Keywords: Bi-Directional Long Short-Term 
Memory, emotional recognition, Gated 
Recurrent Unit, Long Short-Term Memory 
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INTRODUCTION

Deep learning is applied often for identify a large course of various layers of cells generated 
by neural networks. For many years neural network is utilized in emotional recognition, in 
brief. Deep architecture mechanism is practiced in huge area may even though there are 
some other tech innovations in such development and rapid, the significant rise in processing 
method using GPUs has done it much easier to analyzes bigger sets of data (Kumar et 
al., 2017; Mannepalli et al., 2016a; Li et al., 2014). Deep learning models have several 
applications in various fields, but in the domain of speech processing in specific, numerous 
accomplishments were seen. For instance, a machine learning design called Convolutional 
Neural Networks (CNNs) is designed to replicate the actions of the cerebral system (Rao et 
al., 2018; Schwarz et al., 2015; Ravanelli et al., 2016). The issue of speaker identification 
contains data from time-series. Feedforward neural networks are unilateral in which the 
outcomes of one layer are directed to the next layer. Such feedforward networks are unable 
to preserve past data. Furthermore, so if Deep Neural Network (DNN) is optimized to 
evaluate speech recognition predefined challenges are caused, such as separate talking 
rates and spatial dependencies (Srivastava et al., 2014; Mannepalli et al., 2016b; Ioffe & 
Szegedy, 2015). DNNs can hardly design review the existing acoustic screen windows 
that they are unable to describe various talking rates (Abdel-Hamid et al., 2014; Sastry 
et al., 2016; Zhang et al., 2016; Rao & Kishore, 2016). A whole other system course that 
includes sequences in the input units to anticipate the value of a particular period venture 
by maintaining the relevant data at the previous iteration is the Recurrent Neural Network 
(RNN). The whole process facilitates RNNs to control different talking rates. 

In this article, the characteristics of LSTM, BiLSTM, and GRU were analyzed for 
emotional voice recognition implemented to Tamil emotional information set and used 
a suitable clustering technique. To classify data sets, distinct user defined classifiers are 
based end-to-end utilizing Connectionist Temporal Classification (CTC) (Liu et al., 2014). 
The integrated research in the community of emotional voice recognition and machine 
learning. The methodology gives the brief introduction about RNN and its layers. Followed 
by the feature extraction variables that are implemented. Then the dataset collection and its 
details were described in brief perspective. With the collected data research performance 
and the outcome are reported and followed by the conclusion and discussions are provided 
by comparing the other models.

MATERIALS AND METHODS

Historically, conceptual models are based for computer vision. Usually, iterative methods 
consist of Maximum-A-Posteriori (MAP) assessment, Gaussian Mixture Models (GMMs), 
and Hidden Markov Models (HMM) (Kishore et al., 2016; Ravanelli et al., 2017; Zhou et 
al., 2016). Such existing methods require significant knowledge (i.e., understanding of a 
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specific word) and fully Automated Speech Recognition (ASR) document preprocessing. 
For several problems, dialect simulation is crucial, including such speaker recognition, 
machine translation or channels offered. To plot patterns to feature vectors, both RNNs 
and LSTMs have also been used. As outlined, LSTM communication techniques are 
seen to be greater than regular modeling RNNs for Context Free Language (CFL) and 
Context Sensitive Language (CSL) (Hochreiter & Schmidhuber, 1997; Graves et al., 
2013; Krizhevsky et al., 2012). Additionally, Graves et al. (2013) also introduced deep 
LSTM RNNs and assessed the voice recognition structure. On a led to a large language 
processing problem, the quality of LSTM, RNN and DNN configurations has been analyzed 
and compared (Sak et al., 2014; Chen et al., 2015; Weninger et al., 2015). A few tests are 
done also on TIMIT voice information source utilizing BiLSTM, deep BiLSTMs, RNNs, 
and modified configurations. BiLSTM systems were used during the phonology training 
set. Outcomes have also established that symmetric LSTM connection information unlike 
nonlinear LSTM and conventional RNNs on clip-wise phonetic categorization. 

The classification data demonstrate that bi - directional LSTM is an appropriate design 
for speaker recognition under which data sets is essential. Recurrent neural networks of 
Gated Recurrent Units (GRU) have been created (Erdogan et al., 2015; Eyben et al., 2013; 
Pascanu et al., 2013). GRUs has some similarity to LSTMs, both of which have been 
modelled to deal with long-term dependence. GRUs do, even then, get a fewer component 
unlike LSTMs. All other designs were used for harmonic soundtrack simulation and for 
voice recognition projects. The findings demonstrate which GRUs are highly useful as 
LSTMs. The method is linked, which uses a symmetric RNN to accelerate up the quality 
of voice recognition. To assess and analyze the outcomes of normal appearing channels, 
notably bi - directional RNN, bidirectional LSTM, and bidirectional GRU, shows better 
outcome for the collected Tamil emotional database.

Recurrent Neural Network (RNN)

The training algorithm composed of cells is RNN or Recurring Neural Network. As 
everyone and every nerve cell is using its inner memory for storing records of various 
instruction, it is indeed primarily important when analyzing data sets. In RNN, with 
exception of preceding neural networks in which past simulations output must be identified 
in ability to forecast the next results, the sector relies on supplied data. It is possible to think 
of RNN also as system which conveys all arithmetic or remembers every sequence that 
was occurred so far What this implies exactly would be that input signals are considered 
by RNN one would be the recent information, and the prior computational complexity 
behave as the next input (Jozefowicz et al., 2015; Chung et al., 2014; Laurent et al., 2016). 
It includes an input data, neurons in the hidden layer, like many other neural networks. 
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LSTM

The intense active learning for storing 
significant data using Neural Network 
have not ever attains the optimum level 
of the system. This is majorly when the 
regressive procedure known decaying 
slope, the relative error disappears. In 1997, 
Hochreiter and Schmidhuber analyzed the 
problem of back propagation and made a 
new algorithm named Long-Short Term 
Memory (LSTM) for Neural Networks. In 

Figure 1. Sequential LSTM layer internal architecture
	

LSTM layer, there have been 4 new hidden layers introduced to the neural network and 
titled gates (Figure 1) (Weninger et al., 2015).

BiLSTM

Its efficiency at period “t” in BiLSTM itself is not like past because next sections including 
its pattern in a singular segment. Such as two parallel RNNs, symmetric RNNs, it only 
means going forward, or it ends up going downward and computes the mutual production 
between both RNNs based on everyones previous hidden. In this study, humans then use 
multilayered idea of the LSTM model, using two-layer system with both primitive and the 
forward passage in our procedure. The total principle of its recommended layered BiLSTM.

The interior design can be seen in the given Figure 2, which symbolizes the bidirectional 
RNN preprocessing step and combines this same internal layer including forward and 
regressive passage in the output units (Graves et al., 2013). The system is verified on 50% 
information, which again is divided again from learning process and utilize pass-entropy 
to calculate the failure rate also in test dataset. Adam optimization with 0.001 training data 
can be used for production efficiency. Either forward or regressive passage throughout the 
deep BiLSTM system consists of materials that deepen everyones system to measure the 

Figure 2. BiLSTM layer internal architecture
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outcome in moment again from previous then next pattern as its system was performing 
in both paths.

GRU

RNNs constitute another very role to fulfil capable of learning short and long-term voice 
constraints. After all, RNNs could even possibly obtain spatial features in a vibrant way, 
enabling this same system to openly calculate the type of relevant data to be used for every 
other sequence of the moment. And these so-called gated RNNs, where its main premise is 
to incorporate a stacking method to help support this same data exchange thru the varying 

Figure 3. GRU layer internal architecture

time stages, are a popular pattern. 
Shortest path problems were also 

remedied inside this design relatives by 
developing better “alternate routes” where 
the patterns could even disable appropriate 
information stages shown in Figure 3. The 
latest book system called GRU, which is 
premised only on four multiplier doors, will 
have spurred to a notable effort to clarify 
LSTMs. The conventional GRU building 
is characterized, through specific, by given 
Equations 1-4: 

	 [1]

							       [2]

							       [3]

							       [4]

In which, in both, z t and r t were also formulas relating to the official release and refresh 
gates, even as ht is really the scale parameter for both the existing time t . There are element-
wise algebraic expressions indicated with Ɵ. Logistic sigmoid  operates seem to be the 
detections between both gates, which restrict z t and r t  to ideals scale between 0 and 1. The 
existing original input xt (e.g., a variable of function generators) feeds the system, whereas 
the method variables are now the matrix Wz, Wr, Wh (the feed-forward connexions) and 
Uz , Ur , Uh  (the repeated strength training). Eventually, the design requires bz , br , bh  
adaptable partiality matrices, which are introduced prior to applying the variations. 
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Just like illustrated in Equation 3, intermolecular interaction between both the gene 
transcription ht–1 and the candidate running level ht is 1d, the present state node . This 
same measurement variables are set by the z t formative assessments, which chooses what 
else their transactions would be updated by components. The critical feature besides 
learning these dependencies was that sequential imputation. In reality, unless z t is near to 
just one, this same opening area is held constant and therefore can remain constant after 
an unreasonable sequence of iterations in moment. From other side, if z t  is near to 0, this 
same system strongly favors ht, which varies depending extra strongly mostly on existing 
hidden and output states closer to it. The assert of the applicant .

Feature Extraction

Mel Frequency Cepstral Coefficients (MFCC). MFCC is determined by the characteristics 
of listening in the human ear, which simulates the human auditory system using a nonlinear 
frequency unit. The Fast Fourier Transform (FFT) technique is optimally used to transform, 
as explained in Equation 5, each sample frame from the time domain into the frequency 
domain.

		  [5]

The mel filter bank is composed of overlapping triangular filters with the cutoff 
frequencies determined by the two adjacent filters’ centre frequencies. The filtration has 
centre frequencies linearly distributed, and fixed mel scale bandwidth. The logarithm seems 
to have the impact, mentioned in Equation 6, of shifting multiplier into addition.

	 [6]

Ultimately, to find the MFCC, the Discrete Cosine Transform (DCT) of the log wavelet 
packet energy is computed as Equation 7.

		  [7]

MFCC Delta

MFCC Delta, also known as variance and maximum speed coefficients. The features of 
MFCC vector explains only the power spectral functions of single frames, but in speech 
data the information will be obtained in dynamic values and more variation in features, 
what the trajectories of the MFCC features extracted are done with over time. It gives an 
out turns that calculating and appending the MFCC trajectories to the vectors of real and 
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original features increases the performance of ASR by quite a bit (if we have 12 MFCC 
coefficients, we would also get 12 delta coefficients, which would combine to give a length 
24 feature vector). The following Equation 8 is employed to calculate the delta coefficients.     

			   [8]

Where dt is a delta coefficient, t  frames are computed in terms of the static coefficients 
c t+n to c t–n. A typical value for N is 2.

The Bark Scale

It is based on the key throughput idea, is predictable underneath 500 Hz. e Bark scale 
outcomes from portraying an entire band of wavelengths with sequences of critical bands 
and not allowing to merge them. The Bark 1 to 24 numbers are the 24th critical band in 
the proceedings. Equivalent Rectangular Bandwidth ERB respective logarithmic and 
sequential; that every dimension is like Bark scale as it also offers an approximation 
of bandwidths of high noise filters, and therefore utilizes rectangular (unachievable 
recognition) band-pass filters to efficiently optimize filter modelling. The case hardening 
conversion would be between ERB and Hertz.

Spectral Kurtosis

The component associated with the execution of extracting features is spectral kurtosis, 
but it symbolizes the statistical relationship from both voice samples. Throughout the 
transmissions, the spectral kurtosis could still be described as the value of kurtosis of the 
variables of voice, and therefore is described as Equation 9,

			   [9]

During which  the complicated conjugate of the process 
parameters Sc(m ) is demonstrated by S(m)  as well as the accumulated fourth and second 
order are stated by a4 and a2.

Spectral Skewness

The spectral skewness demonstrates the irregularities in the spectrum ‘s distribution of 
the voice signal on it is average rating. The spectral skewness further assumes the energy 
level of it is spectrum via transfer. Unless the energy size is low upon this distribution left 
side, it will be very strong if the spectral variable of skewness contains its speech signal.
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Dataset

The emotional voice signals are recorded through mobile apps for training and research. All 
inputs are captured in 44KHz frequency mono signal.  The samples collected were utilized 
for the simulation purpose.  Speech information is obtained from 10 individual male and 
female speakers individually. Every speaker has been asked to utter 10 times each sentence 
in different emotions like anger, happy, sad, fear, disgust, neutral and boredom. Both male 
and female speakers report a total of 1400 emotional speech data samples. These samples 
were taken into consideration for this design flow analysis. A sentence-based samples 
were recorded by students of arts. For testing purpose, the samples were collected with 
co-working faculty to identify their emotions during their counselling period. Totally 50 
samples were collected with same 44KHz through same mobile apps. Thus these 50 samples 
were tested to identify the emotions of working faculty. Since the training data base were 
collected by the professional actors, taking that Tamil emotional data as base the testing 
emotion database can be identified with more accuracy and perfection.

RESULTS AND DISCUSSION

With sequential data input, the emotional speech database was analyzed in this design 
layer. The speech signal was converted to LSTM / BiLSTM / GRU Layers as sequential 
vectors and then passed to them. The MFCC, MFCC delta, Bark spectrum, Spectral kurtosis 
& Spectral Skewness are the extraction characteristics selected for this design analysis 
(Figure 4). For testing and training, all the characteristics were examined and concatenated 
for each speech data to identifies its mean and standard deviation. The vector feature 
per sequence is assigned to 20 and total number of feature overlapping is 10. With these 
characteristics the evaluation for different design layer structures that have been fixed. 
Adam is the optimizing algorithm used here. The Adam optimization algorithm is applied 
to back-propagation, which has recently seen wider adoption for deep learning applications 
in computer vision and artificial intelligence processing.

Integration, some of the common features of Adam, is directly forwarded for 
experimentation. Effectiveness in computation. Tiny specifications for recollection. 
Wavelet transform for adjusting patterns diagonal direction. Well suited for problems 
with information- and/or parameter-size. Good for goals that are non-stationary. For very 
noisy/ or scattered gradients, an effective algorithm. Hyper-parameter interpretation is 
user-friendly and usually includes minor changes. Optionally, during each single era, the 
data must optimize the training weights numerous times. The volume of material which 
is included in almost every transformation in sub-epoch weight is known as the size of 
the batch. For example, with a 50-voice test set, an entire batch size would be 1000, a 
500 or 200 or 100 mini batch size, and batch size will define the deep function of training 
and testing of data, thus mini batch size is set to 250 and for the evaluation, the number 
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of hidden layers is 500 and the initial learning rate is 0.005 and the max epoch is 10. 
Well after the epoch increases, the iteration can increase the efficiency by continuously 
training data, but the accuracy and loss during iteration remain the same. The accuracy 
level of the training dataset after 10 epochs has not been modified. The timeline for the 
learning rate is piecemeal. Dropout is a method that addresses both problems. This prevents 
overfitting and provides a way to effectively combine numerous different neural networks 
exponentially. The word dropout refers to the dropping out of units in a neural network 
(hidden and visible). In the simplest case, each unit is maintained with a fixed probability 
p, independent of other units, where p can be selected using a validation set or simply set 
to 0.5, which seems to be almost optimal for several networks and operations. The optimal 
retention probability, however, for the input units is generally closer to 1 than to 0.5. For 
design layer analysis three dropout layers were accomplished after each LSTM /BiLSTM 
/GRU. The probability values are 0.5 each. The LSTM /BiLSTM /GRU design layer was 
analyzed by fixing all these parameters.

Deep Hierarchal LSTM & GRU (DHLG) Model

As mentioned before the input speech signal is converted into the sequential data and 
processed to the dropout layer. The performance of the models is analyzed to reach a 
conclusion that DHLG model generates confusion matrix with 10-fold cross validation. 
Since cross folding is random each evaluation output shows different accuracy level a 
mean of 5 evaluation was considered for DHLG accuracy rate. 

Among the average 10 folds cross valuation fold 2 and 4 shows 88.6% of accuracy and 
fold 3 and 7 shows 85.72% of accuracy, where other folds also show better performance 

Figure 4. Proposed design flow architecture
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of accuracy around 65 -80% (Figure 5). In the testing phase 50 samples of emotions were 
given as input for analysis of emotional recognition. From the 5 evaluation the best and 
higher accuracy level obtained in DHLG is 81.1%.

Now by analyzing the time factor the five evaluation the time taken to training and 
evaluation of classification timings were considered and shown in Figure 6. While taking 
the mean value it is clear that for training of DHLG takes around 7.11 mins and to evaluate 
the classification it takes around 1.06 mins.

From Figure 7 the accuracy level in each simulation is established. As the cross-
validation folds are random the accuracy level changes randomly. But it lies in the range 
of 76 to 82. In each simulation the training time and the evaluation time also varies, but 
only seconds of variation can be identified. Among the 5 simulation results, in fifth iteration 
higher range of results is identified i.e., 81.14%.

Figure 6. DHLG performance of evaluation time and training time 

Figure 5. DHLG Cross fold output for multiple evaluation

DH LSTM/GRU MODEL Cross Fold Outputs

DHLG Evaluation and Training Time
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Finally, by considering the higher accuracy level iteration, Figure 8 clearly shows that 
for the given input Tamil database DHLG model gives 81.1% of efficiency. In the confusion 
matrix, emotions like anger and neutral gives higher rate of 96% and 92%. As this model 
also lags in other emotional states. Happy and Neutral emotions lags in DHLG model. 
Only 76% and 60% of accuracy is obtained in both states and shows lowest of all emotion 
recognition. Fear, Boredom and Disgust shows 80% and 84% of accuracy. 

Figure 7. DHLG accuracy rate for 5 evaluations

Figure 8. Cross fold confusion Matrix for DHLG

DHLG accuracy rate in each evaluation
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Deep Hierarchal BiLSTM & GRU (DHBG) Model

The DHBG models is analyzed to reach a conclusion that DHBG technique generates 
confusion matrix with 10-fold cross validation as final classification output. As like DHLG 
max 5 times the simulation is evaluated to find the consistent in accuracy level. Among 
5 simulation the average 10 folds cross valuation fold 3 shows 90.02% of accuracy and 
fold 3 and 9 shows 82% of accuracy, where other folds also show better performance of 
accuracy around 72 -80% (Figure 9). In the testing phase same 50 samples of data used 
in DHLG is utilized for analysis. Each iteration there is a small variation in identification 
of emotional recognition. The average accuracy level for 5 evaluation is around 82.0%.

Now by analyzing the time factor the five evaluation the time taken to training and 
evaluation of classification timings were considered from Figure 10. While taking the 
mean value it is clear that for training of DHBG takes around 16.33 mins and to evaluate 
the classification it takes around 1.184 mins.

DH BiLSTM/GRU MODEL Cross Fold Outputs

Figure 9. DHBG Cross fold output for multiple evaluation

DHBG Evaluation and Training Time

Figure 10. DHBG Performance of Evaluation time and Training Time
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From Figure 11 the accuracy level in each simulation is established. As the cross-
validation folds are random the accuracy level changes randomly. But it lies in the range 
of 78 to 82. In each simulation the training time and the evaluation time also varies, but 
only few seconds of variation can be identified. Among the 5 simulation results, in fourth 
iteration shows higher range of results is identified i.e., 82%.

Figure 12. Cross fold confusion Matrix for DHBG

Figure 11. DHBG accuracy rate for 5 evaluations

DHBG accuracy rate in each evaluation
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Finally, by considering the higher accuracy level iteration, Figure 12 clearly shows 
that for the given input Tamil database DHBG model gives 82% of efficiency. In the 
confusion matrix, emotions like anger and neutral gives higher rate of 98% and 100%. As 
like DHLG this model also lags in other emotional states. Boredom and Sadness emotions 
lags in DHBL model. Only 68% and 70% of accuracy is obtained in both boredom and 
sadness states and shows lowest of all emotion recognition. Fear, Happiness and Disgust 
shows 78% and 82% of accuracy.

Deep Hierarchal GRU & LSTM (DHGL) Model

The DHGL models is analyzed to reach a conclusion that technique generates confusion 
matrix with 10-fold cross validation as final classification output. As like DHLG max 
5 times the simulation is evaluated to find the consistent in accuracy level. Among 5 
simulation the average 10 folds cross valuation fold 6 shows 89.52% of accuracy and 
fold 2 and 3 shows 82% of accuracy, where other folds also show better performance of 
accuracy around 68 -78% (Figure 13).

In the testing phase same 50 samples of data used in DHLG is utilized for analysis. 
Each iteration there is a small variation in identification of emotional recognition. The 
average accuracy level for 5 evaluation is around 80.74%.

Now by analyzing the time factor the five evaluation the time taken to training and 
evaluation of classification timings were considered from Figure 14. While taking the 
mean value it is clear that for training of DHGL takes around 5.48 mins and to evaluate 
the classification it takes around 1.122 mins.

From Figure 15 the accuracy level in each simulation is established. As the cross-
validation folds are random the accuracy level changes randomly. But it lies in the range 
of 76 to 82. In each simulation the training time and the evaluation time also varies, but 

Figure 13. DHGL Cross fold output for multiple evaluation

DH GRU/LSTM MODEL Cross Fold Outputs
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only few seconds of variation can be identified. Among the 5 simulation results, in first 
iteration shows higher range of results is identified i.e., 82.58%.

Finally, by considering the higher accuracy level iteration, Figure 16 clearly shows 
that for the given input Tamil database DHGL model gives 82.58% of efficiency. In the 
confusion matrix, emotions like anger and neutral gives higher rate of 98% and 96%. As 
like DHBG this model also lags in other emotional states. Boredom, Didgust and Sadness 
emotions lags in DHGL model. Only 74% of accuracy is obtained in all boredom. disgust 
and sadness state and shows lowest of all emotion recognition. Fear and Happiness shows 
82% and 74% of accuracy.

Figure 14. DHGL performance of evaluation time and training time

Figure 15. DHGL accuracy rate for 5 evaluations

DHGL Evaluation and Training Time

DHGL accuracy rate in each evaluation
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Deep Hierarchal GRU & BiLSTM (DHGB) Model 

The DHGB models is analyzed to reach a conclusion that technique generates confusion 
matrix with 10-fold cross validation as final classification output. As like DHLG max 
5 times the simulation is evaluated to find the consistent in accuracy level. Among 5 
simulation the average 10 folds cross valuation fold 7,6 and 4 shows 84.02% of accuracy 
and fold 1, 5 and 9 shows 81% of accuracy, where other folds also show better performance 
of accuracy around 74 -80% (Figure 17). 

In the testing phase same 50 samples of data used in DHLG is utilized for analysis. 
Each iteration there is a small variation in identification of emotional recognition. The 
average accuracy level for 5 evaluation is around 81.03%.

Now by analyzing the time factor the five evaluation the time taken to training and 
evaluation of classification timings were considered from Figure 18. While taking the 
mean value it is clear that for training of DHBG takes around 6.23 mins and to evaluate 
the classification it takes around 1.104 mins.

From Figure 19, the accuracy level in each simulation is established. As the cross-
validation folds are random the accuracy level changes randomly. But it lies in the range 
of 78 to 82. In each simulation the training time and the evaluation time also varies, but 
only few seconds of variation can be identified. Among the 5 simulation results, in first 
iteration shows higher range of results is identified i.e., 82.86%.

Figure 16. Cross fold confusion Matrix for DHGL
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Figure 17. DHGB Cross fold output for multiple evaluation

Figure 18. DHGB performance of evaluation time and training time

Figure 19. DHGB performance of evaluation time and training time

DH GRU/BiLSTM MODEL Cross Fold Outputs

DHGB Evaluation and Training Time

DHGB accuracy rate in each evaluation
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Figure 20. Cross fold confusion Matrix for DHGB

Finally, by considering the higher accuracy level iteration Figure 20, clearly shows that 
for the given input Tamil database DHGB model gives 82% of efficiency. In the confusion 
matrix, emotions like anger and neutral gives higher rate of 98%. As like DHLG this model 
also lags in other emotional states. Happiness and fear emotions lags in DHGB model. 
Only 70% and 74% of accuracy is obtained in both boredom and sadness states and shows 
lowest of all emotion recognition. Boredom, and sadness shows 76% and 78% of accuracy.

Deep Hierarchal GRU & GRU (DHGG) Model:

The DHBG models is analyzed to reach a conclusion that DHGG technique generates 
confusion matrix with 10-fold cross validation as final classification output. As like DHBG 
max 5 times the simulation is evaluated to find the consistent in accuracy level. Among 
5 simulation the average 10 folds cross valuation fold 3 & 9 shows 83.98% of accuracy 
and fold 4, 5 and 7 shows 80% and 83% of accuracy, where other folds also show better 
performance of accuracy around 73 -78% (Figure 21). In the testing phase same 50 samples 
of data used in DHLG is utilized for analysis. 

Each iteration there is a small variation in identification of emotional recognition. The 
average accuracy level for 5 evaluation is around 80%. Now by analyzing the time factor 
the five evaluation the time taken to training and evaluation of classification timings were 
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Figure 21. DHGG Cross fold output for multiple evaluation

Figure 22. DHGG Performance of Evaluation time and Training Time

Figure 23. DHGG accuracy rate for 5 evaluations

DH GRU/GRU MODEL Cross Fold Outputs

DHGG Evaluation and Training Time

DHGG accuracy rate in each evaluation
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considered from Figure 22. While taking the mean value it is clear that for training of 
DHBG takes around 6.62 mins and to evaluate the classification it takes around 1.14 mins.

From Figure 23, the accuracy level in each simulation is established. As the cross-
validation folds are random the accuracy level changes randomly. But it lies in the range 
of 77 to 80. In each simulation the training time and the evaluation time also varies, but 
only few seconds of variation can be identified. Among the 5 simulation results, in fourth 
iteration shows higher range of results is identified i.e., 80.03%.

Finally, by considering the higher accuracy level iteration Figure 24, clearly shows 
that for the given input Tamil database DHGG model gives 80.03% of efficiency. In the 
confusion matrix, emotions like anger and neutral gives higher rate of 98%. As like DHLG 
this model also lags in other emotional states. Happiness and Sadness emotions lags in 
DHGG model. Only 70% and 68% of accuracy is obtained in both happiness and sadness 
states and shows lowest of all emotion recognition. Fear, Boredom and Disgust shows 
80% and 72% of accuracy.

Tables 1 and 2 shows the overall performance of the entire designs. Comparing with 
all the models DHBG shows better performance than the other models. Also, DHGG also 
achieves equal performance to DHLG. Both the models give average accuracy of 82% for 
the collected Tamil emotional database shown in Figure 25. Now comparing the training 
time for all models DHBG lags when compared with other models. 

Figure 24. Cross fold confusion Matrix for DHGG
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Figure 25. Overall graphical representation of all models cross fold accuracy
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Table 1 
Cross fold accuracy of DH LG/BG/GL/GB/GG layers

Fold Accuracy/
Methodology DHLG DHBG DHGL DHGB DHGG

Fold 1 77.1 85.7 68.6 77.1 85.7
Fold 2 88.6 74.3 85.7 88.6 77.1
Fold 3 82.9 90.4 91.4 80 91.4
Fold 4 88.6 77.1 80 82.9 82.9
Fold 5 71.4 85.7 92.3 94.4 80
Fold 6 77.1 88.6 91.4 88.6 68.6
Fold 7 85.7 77.1 74.3 85.7 82.9
Fold 8 77.1 77.1 82.9 82.9 68.6
Fold 9 82.9 82.9 88.6 85.7 85.7
Fold 10 80 80 68.6 77.1 77.1

Table 2 
Overall performance of DH LG/BG/GL/GB/GG models

Overall Performance  (5 Iteration) DHLG DHBG DHGL DHGB DHGG
Best Accuracy 81.14 82 82.58 82.86 80
Average accuracy 78.968 80.452 80.704 81.034 79.026
Best Training Time 7.19 16.15 5.02 6.06 6.17
Average Training Time 7.114 16.334 5.486 6.29 6.676
Best Evaluation Time 1.03 1.05 1.09 1.03 1.03
Average Evaluation Time 1.068 1.184 1.224 1.104 1.15
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Even though DHBG shows equal performance towards DHLG and DHGG, it takes 
more time for training the database. More than half of the time is reduced in DHLG. 
Around 17 mins were taken to train the database in DHBG model, whereas DHLG takes 
around 7.24 mins to complete the training and DHGG takes 6.36 for training the dataset.

After training the testing is done to identify the different emotional classification for the 
input 50 samples. In testing also DHBG shows lower evaluation time than other models, it 
takes only 1.36 mins to complete the evaluation. But other models have better evaluation 
and training time and its lagging in accuracy level shown in Figure 26.

In most efficient way GRU and followed by BiLSTM gives better performance in 
RNN followed by GRU and LSTM is slightly less. Comparing the cross fold from above 
table in DHGB fold 5 gives more accuracy rate of 94.4% and in DHGL also fold 5 yields 
more accuracy of 92.3%. The DHBG model takes more time for training and evaluation, 
where other techniques take slightly less time of 5.02 mins and 1.03 mins. The results 
obtained from different models are generated and presented effectively in this paper. Thus, 
the further research in design layers can enhance this model and optimize it with lots of 
computation and data.

CONCLUSION

The purpose of this design work is to introduce a deep learning technique and to design 
the concepts in different emotional datasets among speech stimuli. Very precisely, the 
objective was to improve a system (classifier) which might decide whether a particular 
system recognize the emotions for the collected Tamil language database. Towards this 
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end, the design implemented in this architecture focused on Deep Hierarchal LSTM / 
BiLSTM and GRU that to a large extent recognizes various emotional speech envelopes.  
The purpose of using the RNN in the voice envelope direction is to bring the network to 
attain more ability, through its precision, error, training, and evaluation time.  Thus, it 
analyzes the emotional speech signal and its efficiency. Thus, comparing the classification 
analysis of proposed system based on LSTM / BiLSTM / GRU and the findings proved 
that the DHGB model performs better than the other four models for the given dataset. 
In the seven basic emotions anger and neutral has higher rate of identification level about 
98% and emotions like fear and happiness has average accuracy rate of about 86% and 
only 74% of accuracy is achieved for other disgust, sadness, and boredom emotions. The 
classification accuracy of 82.86% is achieved with minimal losses in DHGB and the time 
required for preparation and assessment is also lesser than other models and further the 
models can be improved by different optimization methods for training the dataset, hence 
accuracy level can be increased with higher rate. 
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ABSTRACT 

In the past few decades, intelligent traffic controllers have been developed to responsively 
cope with the increasing traffic demands and congestions in urban traffic networks. Various 
studies to compare and evaluate the performance of traffic controllers have been conducted 
to investigate its effect on traffic performances such as its ability to reduce delay time, stops, 
throughputs and queues within a traffic network. In this paper, the authors aim to present 
another comparative study on heuristics versus meta-heuristics traffic control methods. To 
our knowledge, such comparison has not been conducted and could provide insights into 
a purely heuristic controller compared to meta-heuristics. The study aims to answer the 
research question “Can heuristics traffic control strategies outperformed meta-heuristics in 
terms of performance and computational costs?” For this purpose, a heuristics model-based 
control strategy (MCS) which was previously developed by the authors is compared to 
genetic algorithms (GA) and evolution strategy (ES) respectively on a nine intersections 
symmetric network. These control strategies were implemented via simulations on a 
traffic simulator called UTNSim for three different types of traffic scenarios. Performance 
indices such as average delays, vehicle throughputs and the computational time of these 
controllers were evaluated. The results revealed that the heuristic MCS outperformed GA 
and ES with superior performance in average delays whereas vehicle throughputs were 

in close agreement. The computation time 
of the MCS is also feasible for real-time 
application compared to GA and ES that has 
longer convergent time.

Keywords: Evolution strategy, genetic algorithm, 
heuristics algorithm, meta-heuristics algorithm 
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INTRODUCTION 

Intelligent traffic control systems have been developed throughout the decades to improve 
traffic flow and ease congestions in urban traffic networks. These traffic-responsive systems 
devise the most effective signal timing plans to optimize traffic flow by adjusting the splits, 
cycle time and offset at individual intersections. Traffic control methods can be categorized 
into model-based and non-model based traffic responsive control, route guidance and driver 
information systems, computational intelligence and agent-based methods (Ng et al., 2013). 

Computational intelligence includes artificial intelligence and meta-heuristics 
methods. Meta-heuristics intelligence methods such as ant colony optimization, bee colony 
optimization, particle swarm optimization, genetic algorithms, evolutionary programming, 
just to name a few, have been implemented to devise optimal signal timing plans. These 
methods aim to solve nonlinear programming problems through heuristic search of near 
optimal solutions. Tan et al. (2017) proposed a decentralized genetic algorithm (GA) 
with adaptive fitness function for minimizing average network delay. Each signalized 
intersection in the traffic network that comprised of four signalized intersections has its 
own controller. The GA assists the controllers to optimize traffic signal at morning peak 
hours by finding optimum solution through a process of fitness evaluation, selection and 
reproduction. Similar optimal solution of single objective function such as delay time is 
also conducted by Cao & Luo (2019). In another work, GA has been implemented to solve 
a multiobjective signal optimization problem in a nine intersections network to maximize 
system throughputs, minimize travelling delays, enhance traffic safety, and avoid spillovers 
(Li & Sun, 2018). The application of GA on multi objective function was performed 
by Davydov et al. (2019) on a road map fragment described using a microscopic traffic 
simulator.         

In the area of model-based traffic responsive control, traffic models play an important 
role to predict future traffics parameters in the urban traffic network. Subsequently, control 
methods such as dynamic programming (Dang & Rudova, 2018), linear programming 
(Li et al., 2014; Zhang et al., 2015; Grandinetti et al., 2015), quadratic programming 
(Aboudolas et al., 2010; Le et al., 2015) and multivariable regulators (Diakaki et al., 2002) 
were implemented to optimize traffic performance. These produced optimal solutions by 
solving a set of mathematical functions. On the other hand, model-based traffic responsive 
control can be solved by purely heuristics algorithms. Lammer & Helbing (2008) developed 
decentralized heuristic control algorithm that anticipates current and future queues at the 
intersection. Le et al. (2015) proposed similar heuristics method called max-pressure 
(back-pressure) algorithms to regulate queues optimally in urban network. Other heuristics 
algorithms such as gating and perimeter control (Hajiahmadi et al., 2015) and demand 
balance control (Zhou et al., 2016) were implemented on oversaturated network based on 
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the network fundamental diagram (NFD).  Recently, the authors proposed a heuristic model-
based control strategy (MCS) for urban networks. The MCS improved performance of 
average delays up to 24% when compared with existing fixed-time system and successfully 
regulates queue spillbacks (Ng et al., 2019).

Performance evaluation needs to be conducted to assess the performance of traffic 
networks with or without any control scheme. Performance evaluation has been conducted 
on traffic streams without any control schemes such as ramps and highways (Basri et al., 
2020; Saha et al., 2015) and networks with control schemes (Al-Kandari et al., 2013; 
Stevanovic et al., 2017). Based on the literature review in the next section, performance 
evaluation of heuristics traffic control strategy in relative comparison with meta-heuristics 
methods had not been investigated. Such comparison is needed and may provide 
insights on the performance and behavior of heuristics against meta-heuristics control 
algorithms. Hence, the research question at hand is “Can heuristics traffic control strategies 
outperformed meta-heuristics in terms of performance and computation costs?” In view of 
this; a comparative study on the heuristics model-based control strategy (MCS) by Ng et al. 
(2019) against meta-heuristics methods in Hajbabaie et al. (2011) is presented in this paper. 

The MCS heuristics algorithm is compared respectively with genetic algorithm (GA) 
and evolution strategy (ES) (a type of evolution programming) by Hajbabaie et al. (2011) 
on a nine-intersection symmetric case study network. The performance of the MCS, GA 
and ES is evaluated based on average delays, network throughputs and computation time. 
This study is conducted via simulations using a traffic simulator namely UTNSim (Ng et 
al., 2018; Ng et al., 2019). The next section in this paper provides the literature review and 
the research gaps. The method section gives an overview of the MCS and meta-heuristics 
control algorithms respectively, and the experimental setup of the nine-intersection 
symmetric case study network. Subsequently simulation results of controller effects on 
traffic performances are presented and discussed.

LITERATURE REVIEW

Whenever a control scheme is introduced to an urban traffic system; proper evaluation 
needs to be conducted on these proposed control schemes to ascertain their effectiveness 
in improving traffic performances. For example, Al-Kandari et al. (2013) compared vehicle 
throughputs by four different control methods on a single four phase signalized intersection. 
Stevanovic et al. (2017) compared adaptive traffic control with existing time-of-day (TOD) 
signal timing plans based on average delays, total delay travel time and number of stops. 
The study shown that adaptive traffic control reduced average delays, travel time and 
number of stops in recurring and non-recurring traffic conditions. 

Many research works have been conducted in optimizing traffic control performances 
using meta-heuristics methods. Performance evaluation on these methods was done in 
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relative comparison with other control methods. For example, Gao et al. (2019) compares 
the performance of an improved artificial bee colony algorithm (IABC) with mixed 
integer linear programming (MILP) on a simple network that comprised of three traffic 
intersections. The IABC underperformed in terms of optimal solutions but performed 
better in computational time compared to MILP. Toivio et al. (2020) implemented GA to 
derive optimized membership functions for a fuzzy controller. The GA optimized fuzzy 
controller outperformed the default fuzzy controller and the Tasman-Zanker field controller 
in terms of average delays. Doostali et al. (2020) derived optimal vehicle flow using GA 
and directed graph. The proposed method was compared to adaptive control and fixed-time 
system to evaluate queue length and waiting time at approaches. A review presented by 
Shaikh et al. (2020) shows that GA had been evaluated in comparison with the classical 
Webster timing scheme, MAXBAND and fixed-time systems. Many other comparative 
studies on meta-heuristics controller performances have been conducted such as GA versus 
conventional fuzzy logic (Tan et al., 2019) and comparison of GA, Hill Climbing and 
Simulated Annealing in Cantarella et al. (2015).        

Heuristics control methods were also compared relatively with other control methods 
to investigate their effects on the road networks. The MCS heuristics algorithm which was 
developed by the authors had been compared previously with fixed-time system (Ng et al., 
2019). The MCS improved performance of average delays up to 24% when compared with 
existing fixed-time system and successfully regulates queue spillbacks. The hierarchical 
demand balance controller in Zhou et al. (2016) was compared to centralized controller and 
fixed-time system. It was found that the centralized controller has the best performance in 
terms of total time spent and total delay time of vehicles in the network. Le et al. (2015) 
compared their proposed backpressure policy algorithm against greedy and proportional 
policy algorithms in terms of network throughputs and congestion. Lammer and Helbing 
(2008) compared the proposed self-organized traffic control against optimization strategy, 
cycle-based strategy and stabilization strategy.

To the best of our knowledge, based on the review, performance evaluation of heuristics 
traffic control strategy in relative comparison with meta-heuristics methods had not been 
investigated. Such comparison is needed and may provide insights on the performance and 
behavior of heuristics control algorithms, which is also used to address non-linear traffic 
behaviors. Although meta-heuristics methods may provide optimal solutions systematically 
using an objective function; it can be weighed down by computational costs. Hence, the 
research question at hand is “Can heuristics traffic control strategies outperformed meta-
heuristics in terms of performance and computation costs?” As such comparison has not 
been conducted previously; this may bring insights into the benefits that may be offered 
by heuristics in comparison with meta-heuristics algorithms.        
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MATERIALS AND METHODS

Model-based Control Strategy 

Figure 1 provides an overview of the closed loop behaviour of the model-based control 
strategy (MCS) introduced by Ng et al. (2019). The MCS is an extension to traffic simulator 
called UTNSim developed by Ng et al. (2015; 2016). The UTNSim comprised of the traffic 
network diagram editor (TNDE) and a traffic simulator based on the LWR-IM (Ng et al., 
2018). On the other hand, the components of the MCS are NET-PREDICT, NET-CONTROL 
and INT-CONTROL. These algorithms were developed to perform network wide traffic 
predictions and coordinates control action at each of the signalized intersection within an 
urban traffic network (UTN) (Ng et al., 2019).

The NET-PREDICT perform predictions based on the LWR-IM traffic model to produce 
estimations of platoon size, platoon arrival time and queues at each signalized intersection 
within the UTN by using measured traffic data or simulated inputs. The NET-CONTROL 
algorithm consolidates these estimations from the NET-PREDICT and calculates queue 
spillbacks at each link entering a signalized intersection. Based on these traffic estimates, 
it coordinates network wide control by calling the INT-CONTROL heuristics algorithm at 
each signalized intersection. The control action at each signalized intersection is regulated 
by the INT-CONTROL heuristics algorithm that updates new phase durations to optimize 
traffic flow. In addition, this algorithm also regulates queue spillbacks at the intersections.	

Figure 2 shows the predicted parameters at a signalized intersection by the NET-
PREDICT. The incoming vehicle platoons from adjacent intersection is described as clrda 
and clrdb which depicts the clearing time needed for the platoons to pass through the 

Figure 1. An overview of model-based control strategy in Ng et al. (2019)

Simulated/actual 
traffic behaviour

New signal timing plans 
implemented

Heuristic MCS
•	 NET-PREDICT predict future platoon size, 

platoon arrival time and queues at each 
signalized intersection based on the 
simulated/actual traffic data.

•	 NET-CONTROL consolidates all predictions 
and queue spillbacks and initiates INT-
CONTROL  to calculate new phase 
durations at each signalized intersection.

UTNSIM
•	 User constructs and specifies the UTN 

using the TNDE such as the initial signal 
timing plan and traffic flow of the UTN.

•	 Traffic simulator module simulates traffic 
conditions based on the initial UTN 
specifications and subsequently MCS 
specifications using the LWR-IM traffic 
model.
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intersection. Each platoon is described with estimated arrival time at the intersection. The 
length of the queue at the intersection is also described with a clearing time (i.e., clrdc). 
An intersection may also encounter queue spillbacks (Figure 2) when the queue occupies 
up to 80% of the link length with a predicted clearing time clrdd. The INT-CONTROL 
takes into consideration all these predicted parameters and adjust phase durations based on 
the proportionate method in responding to incoming vehicle platoons and queue clearing 
time. In addition, a queue regulation strategy is also embedded in the algorithm to regulate 
queue spillbacks. The detail description and functions of the INT-CONTROL heuristics 
algorithm can be referred in Ng et al. (2019).        

Genetic Algorithm (GA) and Evolution Strategy (ES)

Hajbabaie et al. (2011) applied the GA and ES respectively to signal optimization problems 
in urban traffic networks. GA is a type of evolutionary computing inspired by evolutionary 
biology. The evolution process in GA includes inheritance, selection, crossover, and 
mutation. The GA created an initial population randomly or by mean of heuristics. Everyone 
in the population carries a fitness value calculated based on the objective function. Based 
on the fitness values, two parents are chosen from the initial population in the selection 
step. These parents’ is crossed over, leading to two new individuals. The new individuals 
are mutated to form new individuals for the next generation. The fitness value of the 
newly created individuals will be evaluated. This whole process of selection, crossover, 
and mutation is repeated until certain termination criteria are met. On the other hand, the 
ES involves three steps i.e., recombination, mutation, and selection. In recombination, 
individuals among parents are selected and then recombined. In general, new individuals 
are generated from the recombinant via mutation and selection. 

clrda

clrdb

clrdc

clrdd

Queue 
Spillback

Figure 2. Predicted platoon and queue parameters at signalized intersections

Queue 
Spillback

clrdd clrdb

clrda

clrdc
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Hajbabaie et al. (2011) applied the GA and ES respectively to the following signal 
optimization problem given by Equation 1:

[1]		  [1]

subject to:  

[1]

[1]

[1]

where:
T is the number of study periods; N is the total number of intersections; 

t; 

 is the 
number of signal phases at intersection i; at time period t;  is the total number of 
vehicles processed by intersection i, at time period t, in phase 

t; 

; 

t; 

 is the queue length 
at intersection i, at time period t, waiting to be served by phase 

t; 

; and 

t; 

 is the penalty 
weight for queue length at intersection i, at time period t, waiting to be served by phase 

t; 

.
The chromosome or individuals in each respective GA or ES population, forms a 

vector which is a set of decisions variables. This vector contains signal timing parameters 
for each intersection i, for all defined time intervals t such as phase plan 

t; 

, green time for 
each phase , and offset . Hence, the implementation of the GA and ES respectively 
will produce decision variables that will optimize queue dissipation in the network based 
on Equation 1.

The generation of optimal signal timing plans according to Equation 1 from GA is 
illustrated in Figure 3(a) (Hajbabaie et al., 2011). The selection of parents was implemented 
using a tournament selection with a pressure of 6.7%. There are various methods to 
perform crossover such as single-point, multi-point, two-point, and uniform crossover. 
In the crossover stage, Hajbabaie et al. (2011) implemented uniform crossover to select 
chromosome of the offspring probabilistically from one of the parents. To generate two 
individuals, two parents selected by the tournament selection were used. Next, bitwise 
mutation was applied by flipping each bit of the chromosome to produce new individuals 
according to the probability of mutation. These are repeated until the termination criterion. 

In ES, a parent  can be mutated to form a single individual notated as, ; or 
multiple individuals,  where . Hajbabaie et al. (2011) performed the  as 
illustrated in Figure 3(b). In the recombination stage, ρ ≥ 1 individuals among parents are 
selected and then recombined. If ρ > 1; recombinants are generated using both discrete and 
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intermediate methods. However, if ρ = 1 individual is selected; no recombination is done, 
and the new offspring is simply equal to its parent. In the mutation stage, the recombinants 
are mutated using single component mutation that results in concentric spheres around the 
parental state. The process of mutation will generate  descendants out of  parents. The 
selection process will choose the  best individuals out of the  individuals to form the 
next population. This process of recombination, mutation and selection is repeated until the 
termination criteria. The process terminated over a total of ten runs and the average fitness 
value for everyone is obtained. In each run, the solution must meet all the constraints, else 
it will be discarded, and a new solution is generated. 

Figure 3. (a) Genetic Algorithm; and (b) Evolutionary System

(a) (b)

Experimental Setup

The small hypothetical nine intersections symmetric case-study network in Hajbabaie et 
al. (2011) is employed in this work to evaluate the MCS and optimization compared to GA 
and ES algorithms. Figure 4 shows this small network which is symmetric in volume and 
geometry and composed of nine intersections (a three-by-three square) that is approximately 
610 m (2000 ft) apart from each other. All streets are assumed to have two lanes (one per 
direction) and there are exclusive left-turn pockets, approximately 305 m (1000 ft) in 
length, at the intersections. The phase sequence in each intersection is shown in Figure 5. 
The turning rates at the intersections are 10% of vehicles turned right, 20% of the vehicles 
turned left and the rest went through. These turning percentages are estimated as the 
percentage of incoming volume from a single lane. A short study period of 15 minutes is 
conducted with the traffic demand fixed with the rate of 1000 veh/h/ln at each entry point.

Based on the specifications in this traffic case-study, Hajbabaie et al. (2011) applied ES 
and GA (refer to GA and ES in previous section) to produce optimal signal settings for the 
network in Figure 4. The network in Figure 4 was described in VISSIM software. The GA 

Selection of parents using 
tournament selection

Perform uniform crossover on 
selected parents

Generate new individuals using 
regular bitwise mutation

Recombination using discrete and 
intermediate method

Mutating recombinant using single 
component mutation

Selection of μ best individuals from 
μ + λ individuals
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Figure 4. Nine intersections symmetric case study network as illustrated in Hajbabaie et al. (2011)  

Figure 5. Phase sequence as illustrated in Hajbabaie et al. (2011)  

and ES optimal timing plans were implemented in VISSIM. ES and GA were applied to the 
network in Figure 4 for three scenarios: (i) no overloading; (ii) 10% network overloading 
and (iii) 20% network overloading. Simulations were performed for a 15-minute analysis 
period in VISSIM based on the timing plans generated by ES and GA. The performances 
of the ES and GA approaches were analyzed and evaluated in terms of average delays, 
network throughputs, average number of stops, average speeds, efficient use of green time 
and queue overflows.

The comparative evaluation of the heuristic MCS with GA and ES comprise of the 
following steps:
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•	 The UTNSim simulator was used to specify the network in Figure 4 with 
similar specifications to simulate average delays and network throughputs by 
adopting similar timing plans produced by GA and ES for the three scenarios 
of overloading: (i) no overloading; (ii) 10% network overloading and (iii) 20% 
network overloading. These GA and ES optimal timing plans can be referred in 
Hajbabaie et al. (2011). The average delays and network throughputs generated 
by UTNSim were compared with results from VISSIM to ascertain compatibility 
of both platforms. The simulated results in this step which have been conducted 
previously in Ng and Reaz (2017) had proven that UTNSim and VISSIM are 
compatible platforms.   

•	 Upon ascertaining that UTNSim and VISSIM are compatible and comparable 
platforms for implementing the network; the relative comparison of traffic 
performances produced by the MCS with GA and ES approaches can be 
implemented using UTNSim. 

•	 The heuristic MCS was implemented for no overload, 10% overload and 20% 
network overload, respectively. Simulations were conducted for an analysis period 
of 15 minutes. The optimized simulation was conducted with maximum green 
not exceeding 50% of the cycle time at each intersection; minimum green of 7 s; 
the minimum cycle time set at 50 s whereas the maximum cycle time set at 70 s. 
Average delays and network throughputs simulated for each situation using the 
MCS algorithm were compared with results produced by the GA and ES. The 
results were analyzed to observe if there is any improvement contributed by the 
heuristic MCS compared to these meta-heuristic approaches. Simulation using the 
UTNSim was conducted on a computer operating on an Intel Core i5 processor 
at 2.4 GHz.       

•	 The third evaluation aims to tabulate and evaluate the average computation time 
(ACT) of the MCS in implementing each of the scenarios mentioned.

RESULTS AND DISCUSSION 

The results simulated by the UTNSim using GA and ES timing plans are shown in Tables 1 
and 2. Table 1 shows comparison of average delays between MCS and GA whereas Table 
2 shows the comparison between MCS and ES.

Referring to Tables 1 and 2, further improvement on average delays produced by 
meta-heuristics methods is observed in all the scenarios simulated by the heuristic MCS. 
Figure 6 shows a graphical comparison of average delays produced by MCS, GA and ES 
respectively for all three scenarios. It is evident that the MCS has the best performance 
in terms of average delays. The MCS heuristic algorithm improved average delays for 
overloaded networks by more than 20%, when compared with GA and ES. On the other 
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Table 1 
Comparison of MCS and GA average delays and network throughputs

Scenario
Average delays Network Throughput

ACT 
(sec)MCS

(s/veh)
GA

(s/veh)
Improvement

 (%) 
MCS
(%)

GA
(%)

Diff.
 (%) 

NOL 177.48 194.74 8.86 71.55 70.47 1.08 4.04
10% OL 200.36 250.87 20.13 75.68 74.80 0.88 4.54
20% OL 208.34 263.33 20.88 79.89 79.11 0.78 4.35

Figure 6. Average delays by MCS, GA and ES

Table 2
Comparison of MCS and ES average delays and network throughputs

Scenario
Average delays Network Throughput

ACT
(sec)

MCS
(s/veh)

ES
(s/veh)

Improvement
 (%) 

MCS
(%)

ES
(%)

Diff.
 (%) 

NOL 177.48 191.83 7.48 71.55 70.68 0.87 4.04
10% OL 200.36 253.76 21.04 75.68 76.16 -0.48 4.54
20% OL 208.34 266.12 21.71 79.89 78.64 1.25 4.35
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hand, improvement of average delays for non-overloaded situations is 8.86% and 7.48% 
respectively. 

The network throughput is defined as the total number of completed trips. This can 
be determined in terms of the total number of vehicles that had left the network at the 
end of the analysis period. For the network in this case study, 3000 vehicles entered the 
network at the end of the analysis period of 15 minutes. The network throughputs in Tables 
1 and 2 show the percentage of vehicles out of the 3000 that completed their trips and left 
the network. It is observed that MCS, GA and ES network throughputs are similar and 
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closer in agreement for all scenarios. Figure 7 shows a graphical comparison of network 
throughputs produced by MCS, GA and ES respectively for all three scenarios. Overall, 
MCS performed slightly better by producing higher throughputs compared to GA and ES 
in most scenarios except in 10% OL where it is 0.48% lesser compared to ES.      

The improvement achieved by the MCS is primarily due to the consideration of both 
existing queues and incoming traffic at the respective intersection which are pre-processed 
into clusters by the NET-PREDICT algorithm. The NET-PREDICT utilizes schedule of 
an upstream intersection to predict the predicted output flows beyond the local prediction 
horizons of downstream neighbours.  Due to the chain of propagation in the entire network, 
this provides a look-ahead in the optimization process that can avoid myopic mistakes at 
each local intersection.  On the other hand, the GA and ES methods in Hajbabaie et al. 
(2011) only consider existing queues in its objective function. Myopic mistakes could be 
apprehended by not taking into consideration the anticipated incoming flows. 

Based on the objective function and related constraints, the GA and ES searched for 
an optimal solution that converges to a single timing plan for the whole analysis period. 
The heuristic MCS breaks the entire analysis period into multiple cycles or time horizons. 
Based on predicted traffics from the NET-PREDICT for each time horizon, the algorithm 
generates an optimal timing plan for each time horizon. Hence, there are multiple sets of 
timing plans generated within the analysis period to cope with varying traffic demands. 
Table 3 shows generated timing plans for MCS, GA and ES respectively for 20% OL. 
For brevity, only signal timing plans for three intersections are shown. Each intersection 
comprised of four signal phases namely E-W L (East-West Left Turn); E-W R-T (East-
West Right-Through); N-S L (North-South Left Turn) and N-S R-T (North-South Right-
Through), that indicates the direction of the vehicles going through the signal phase. The 

Figure 7. Vehicle throughputs by MCS, GA and ES
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sum of all green phase durations equals the intersection total cycle length (Total CL). It can 
be observed that MCS green phase durations varies for each signal cycle according to traffic 
conditions whereas GA and ES green phases converged to a single value throughout the 
analysis period. Compared to a meta-heuristic search method, there is a stronger guarantee 
that the heuristics approach in the MCS that is tailored to flow information and adaptive 
timing plan could achieve better performance. 

The ACTs in Tables 1 and 2 ranged between 4.04 to 4.35 s when the nine intersections 
network was simulated with an Intel Core i5 processor. Wey (2000) stated that the degree 
of forewarning in real-time networks is unlikely to exceed 15 s. Hence, control actions 
that respond below 15 s can respond accurately in real-time situations. The ACTs achieved 
in this work has performed excellently beyond this ‘benchmark’. In addition, the control 
time step for an MPC is normally below 5 minutes for traffic network control (Schutter et 
al., 2010); thus, the ACTs of the MCS is well suited for real-time application. In contrast, 
the GA and ES takes 4 minutes for each simulation run in VISSIM (Hajbabaie et al., 2011) 
which is inferior compared to MCS.  

CONCLUSION 

This comparative study on the performance of heuristics versus meta-heuristics control 
methods have shown that heuristics could outperformed meta-heuristics optimization 

Table 3
MCS, GA and ES timing plans for 20% OL

Inter-
section

Signal
Phase

MCS Green Phase Duration at Cycle: GA ES

1 2 3 4 5 6 7 8 9 10 11 All 
cycles

All 
cycles

1

E-W L 11 7 8 22 15 29 25 7 25 22 7 6 6
E-W R-T 24 28 26 7 19 11 11 35 7 21 31 52 52
N-S L 11 7 8 21 14 23 26 7 13 13 7 6 6
N-S R-T 24 28 27 20 22 7 7 21 25 14 25 54 54
Total CL 70 70 69 70 70 70 69 70 70 70 70 118 118

2

E-W L 7 7 22 18 26 21 11 11 7 11 16 6 6
E-W R-T 13 20 19 13 7 10 21 28 28 29 26 46 46
N-S L 21 18 8 22 26 26 10 7 7 7 7 6 6
N-S R-T 29 25 21 7 11 10 27 24 28 23 21 42 44
Total CL 70 70 70 60 70 67 69 70 70 70 70 100 102

3

E-W L 11 8 7 21 13 23 12 35 35 31 20 6 6
E-W R-T 24 28 19 9 20 13 28 7 7 7 17 52 52
N-S L 11 7 15 19 9 21 7 7 9 11 8 6 6
N-S R-T 24 27 29 21 28 8 23 21 19 21 25 50 50
Total CL 70 70 70 70 70 65 70 70 70 70 70 114 114
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control methods by producing greater reduction in average delays and improve traffic 
throughputs. This has shown somewhat that heuristics method could also provide optimal 
solutions in a nonlinear environment. In addition, due to extensive search in GA and ES 
for optimal solutions; the heuristics MCS fare better in computational time, which provide 
immediate benefits for its application in online real-time traffic control and optimization. 
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ABSTRACT

The present paper investigates experimentally effect of applied load and different velocity 
on the coefficient of friction between two interacting surfaces (human skin and Ultra-high-
molecular-weight polyethylene (UHMW- polyethylene) at static and dynamic friction. It is 
possible to conclude specific point based on the above practical part and frictional analysis 
of this investigation as the most important mechanical phenomenon was creep has been 
observed a stick time interval where the static friction force is significantly increased during 
this stroke. The analytical model for stick-slip of skin and UHMWPE is proposed. The 
difference between static and kinetic friction defines the amplitude of stick-slip phenomena. 
The contact pressure, the sliding velocity, and rigidity of system determine the stability 
conditions of the movement between skin and UHMWPE. Experiments were carried out 
by developing a device (friction measurement). Variations of friction coefficient during the 
time at different normal load 4.6 and 9.2 N and low sliding velocity 4, 5, 6 and 7 mm/min 
were experimentally investigated. The results showed that the friction coefficient varied 
with the normal load and low sliding velocity. At static friction, the coefficient of friction 
decreased when the time increases, whereas, at dynamic friction, the coefficient of friction 
decreased when the time increased at normal load 4.6 and 9.2 N.  

Keywords: Friction dynamic, friction static, human 
skin, stick-slip 

INTRODUCTION 

Human skin is considered as a complex 
multilayers tissue with a viscoelastic (non-
linear) mechanical property, so that means 
it will exhibit a specific direct contact 
with other materials, especially in case of 
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frictional behavior considering contribution of each layer. Researchers are stimulated to 
investigate such kind of human skin friction. 

Crowther et al. (2004) investigated a direct contact effect of applying normal load 
and probe frictional sliding speed on the biotribological features of skin and analyzing 
such specific frictional behavior and mechanism. A multi-specimen friction rig has been 
employed to conduct the experimental part of this investigation, where the normal load 
varies from starting value of 0.1 up to 0.9 N.  So, because of this increment, both of normal 
displacement and the associated coefficient of friction are increased, formation of two 
frictional components adhesion and deformation was behind of this increment. On the 
other side, creation of stick-slip phenomenon was the main factor that contributes to rise 
the value of the induced coefficient of friction as the sliding speed from initial value of 0.5 
millimeter per second up to a final value of 4 millimeters per second. In addition, based on 
hysteresis friction principle, Tang et al. (2008) presented a detailed logic explanation of the 
expected mutual influence of normal load and sliding speed on frictional behavior of skin.

Chatelet et al. (2008) reviewed a recent factor that was closely related to human skin 
frictional tribology including experimental examination for human skin frictional factors 
based on many zones in human body. First factor under investigation was direct contact 
skin pressure induced under wide range of boundary conditions and measurements. Derler 
and Rotaru (2013) concluded that almost all previous researches were explaining about 
the two frictional components, adhesion and deformation. Furthermore, it is seen that dry 
skin gives a specific value of coefficient of friction ranging around 0.5 but the situation 
is completely different in case of moist skin where the same coefficient under the same 
loading conditions is fluctuating above leading to decrease contact pressure significantly.

Derler and Rotaru (2013) developed a special device that is used to measure 
complementary features to the viscoelastic properties of human skin by employing a 
dynamic indenter, so the two important parameters were human skin stiffness exactly 
like this one for an elastic element, spring, and the damping coefficient like the vicious 
element, dashpot, where these two mechanical parameters are completing the other essential 
tribological properties of human skin. Results showed that complex modulus measured by 
this modified dynamic indentation technique was about 7.2 KPa for aged volunteer and 10.7 
for younger ones, hence, the main reason that causes such variation in the measured values 
was the nature of human skin as a function of time and the associated semi degeneration 
of some specific layers with human skin as time goes on.

Dong et al. (2017a) have developed a special tribe-acoustical probe that has been 
used to measure a friction noise via recording the generated sound of a pressure level in 
case of direct dynamic contact between two mating surfaces, the first one is representing 
an artificial finger when rubbing on various surfaces. An attached microphone has been 
installed to the modified sensing system to soundtrack different levels of the generated 
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sounds and then comparing these acquired sounds to precisely assess smoothness in all 
rubbing cases. Final observations showed that friction noise gives an excellent indication 
of softness and smoothness in such tribological friction cases.

Dong et al. (2017b) studied mechanical and viscoelastic properties of human skin in 
vivo as a first step to assess the direct and side effects of cosmetical and medical products 
on human skin. Boyer et al. (2007) developed a non-invasive rig that is used to examine 
viscoelastic properties of human skin in vivo based on direct dynamic indentation. Obtained 
findings showed the Kelvin-Voigt model was well expressing the mechanical behaviors of 
such kind of skin with dynamic indentation effect. In addition, a mean value of stiffness and 
damping coefficient were also considered into account to compare skin viscoelastic features. 
Final experimental outcomes showed an accurate value of the measured factors, which 
surely means it is possible to use this device as a viscoelastic Tribometer in future work.

Mulliah et al. (2004) examined some definite parameters including finger hydro-lipid 
skin film, overall shape, precise surface roughness, and rigidity for both men and women 
on friction conditions in case of direct rubbing between these fingers and other selected 
surfaces. Four surfaces were considered in this research, two of them are real and the 
remaining is virtual. A developed stimulator named STIMTAC has been employed to 
achieve goals for both cases of men’s and women’s fingers skin. A significant dissimilarity 
between men’s and women’s finger surface topography has been also observed and this 
fact is due to men’s finger skin are rougher than for women’s fingers.

Perfilyev et al. (2013) conducted an experimental investigation about the stick-slip 
phenomenon in case of friction between the index finger pad in direct sliding on wet surface 
and smooth surface glass taking into consideration the amount of the applied force and the 
associated sliding velocity by engaging a tri-axial force plate rig. The attained coefficient 
of friction during the stick-slip phase was 30% lower than for the case of stationary sliding, 
plus final finding exhibits that during the stick-slip period coefficient of friction varies by 
about ±25% around the mean value, hence it is accepted to consider the achieved results as 
a basis of artificial skin in mechanical manipulators especially in the interaction between 
precision riggings and soft tissues.

Terrand-Jeanne and Martins (2016) created a comparison between the obtained 
elastic constant (stiffness) for collagen and elastin within human skin with other same 
investigations in previous publications. The basis of this paper was about the precise 
examination of viscoelastic properties of human skin via determining the variation of 
stress-strain interaction, so as usual the induced stiffness was measured directly from the 
elastic stress-strain diagram, meanwhile, the collagen fibril length was acquired from the 
mathematical slope of a viscous stress-strain diagram. Finally, stiffness for collagen was 
about 4.4 GPa and for elastin 4 MPa, and this is due to alterations in the collagen forms 
and the associated natures in human skin and tendon which may significantly affect such 
specific viscoelastic properties.
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Tu and Fort (2004) have suggested a parametric finite element contact homogenization 
simulation procedure to predict the expected effect of the skin topography nature including 
microstructure on the measured response of human skin friction, so depending on simulation 
of sliding of different indentation probes on human skin. Results illustrate the significant 
effect of the real complex geometry of human skin cross-sectional microstructure on the 
induced deformation component of such kind of specific friction and hence the complicity 
leads to increase this essential component plus the generated global friction coefficient 
was differing from the local one where the global was lower than the other coefficient. 

Wee et al. (2001) studied the formation of the stick-slip phenomenon in two cases, 
the first one was in the case of low sliding speed of the probe on the opposite surface, 
meanwhile, the second case was at a very low sliding speed. It is considered that the 
induced static coefficient of friction (µ_s) between the two mating surfaces must be greater 
than the kinetic coefficient of friction (µ_k) conclusion was stated that using bearing will 
significantly decrease the effect of stick-slip occurrence. In this research, the Effect of Stick-
Slip Phenomena between Human Skin and UHMW Polyethylene has been investigated 
experimentally. Velocity and force were the main indicators of the analysis of the skin 
characterization.

MATERIALS AND METHODS

The first part device called (stick-slip device) manufactured in Romania related to the 
mechanical parts whereas the electronic parts were designed and instated on the device by 
the authors to measures the skin friction at different velocities as shown in Figure 1. The 
main parts of this device are the electric motor, gearbox, tangential sensor, and load cell 
sensor modified by the authors (Figures 2 and 3).

Figure 1. The developed rig

Gearbox Sensors

ADC

Motor
Samples

Computer
Coupling

Holding fixture
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In case of requiring a directly applied 
load, then it is usually depending on the 
so-called load cell, and this kind of sensors 
can transform applied load or pressure up 
to 10 Kg into an electrical pulse, in other 
words, the load cell measures the variance in 
electrical resistance based on the amount of 
the applied load so that means the electrical 
resistance variation is directly proportional 

Figure 2. The attached tangential force sensor Figure 3. The employed load cell sensor

Holding fixture
Force sensor

To ADC

Figure 4. The employed ADC

to the associated applied load, force or pressure. In many specific cases of friction, it is 
best to use disk load cells, that are having a suitable design and flexible handling with the 
frictional case under consideration than the bar-style cells. Load cells are manufactured 
from alloy steel and are having four strain gages, four electric resistances that are forming 
the Wheatstone electrical bridge, which is used to measure unknown value electric 
resistance by creating a balance in the other two terminals (legs) of the bridge. There are 
many types of such electric bridges and the common one is having (220 * 13 * 1000) mm 
dimensions. 

Regarding stick-slip the device, a Converter was used to transfer the signal from 
analog to digital was connected between the sensors and computer model (NI cDAQ-917) 
as shown in Figure 4. The all-force measurement data was used for the data analyses for 
which specific programs were developed using the software LabVIEW. The tip used in 
this study made from UMHW polyethylene with a dimension (diameter is 7 mm; section 
area is 38.5 mm2).

Conditions

In this study, the ambient conditions were as follows, room temperature 25ºC and 
approximate humidity of about (38-45) %, The experiment was repeated at less three 
times and the average was considered. Before the examinations, the prepared skin was 
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well prepared to fit the local laboratory boundary conditions for at least 10 minutes, the 
test sites were marked to ensure repeatability of the data. The index finger skin has been 
very well cleaned by using the Ethanol alcohol and then washed with sterilized water. 
Before starting the investigation as much as other examinations plan, at the same moment 
the indenter tip UHMW polyethylene material also cleaned with ethanol and water. All 
friction measurements were carried out by the same subject (male, 49 years), using the 
index finger of the dominant.

Device for Friction Study at Low Slipping Velocity 

•	 The employed rig has been modified by attaching a suitable load (force) sensor 
to be connected to a specific software program named LabVIEW via a desktop 
computer and then adjusted and normalized by checking various load values 
starting from zero up to 1800 grams with step increment of 150 grams per each 
step, where the first experimental step was setting the nominated skin without any 
tension or compression stresses as shown in Figure 1.

•	 ASTM D3108 Standard Test Method for Coefficient of Friction, Yarn to Solid 
Material has been employed to carry out the results. The author observed the new 
device has a higher accuracy with a lower price compared with the UMT device. 
However, before the experimental with the second device (stick-slip device) 
starting there are several parameters were adjusted as follows: 

•	 Time duration for each frictional test was about 60 seconds, and the total number 
of repetitions were 48 single frictional tests.

•	 Maximum sliding distance of the finger with UHMWPE was between 4-7 mm.
•	 Range of normal forces is 4.6 up to 9.2 N.
•	 Sliding velocities were 4, 5, 6 and 7 mm/min.

First Step. Applied normal force 9.2N at different velocities (4, 5, 6, 7 mm/min) as shown 
in Figure 5 the stick-slip phenomena appeared at the time (0 – 60 sec), for velocity 4mm/
min the stick-slip is very clear compared to other velocities. 

Second Step. Applied normal force 4.6 N at different velocities (4, 5, 6,7 mm/min) as 
shown in Figure 6 the stick-slip phenomena appeared at the time (0-40 sec), for velocity 
5mm/min the stick-slip is clear compared to other velocities.

RESULTS AND DISCUSSION

The final practical and experimental results of this investigation have been acquired from the 
employed modified devices that are related to clarifying the outcome of frictional behavior 
of human skin at various boundary conditions, so these gained results are listed below.
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Stick-slip Device

The stick-slip behavior of the index finger sliding and UHMW polyethylene was examined 
as a function of normal applied force and the associated sliding velocity in this specific 
kind of frictional measurement by using (stick-slip device). The friction coefficients during 
stick-slip were (min=0.27, max= 0.32), which clearly gained to be typical of about 25.6% 
lower than those of stationary sliding test (min=0.36, max=0.43) as shown in Figure 5. 
Stick-slip frictional tests noted took place throughout the entire frictional experiments or 
alternated with the stationary sliding frictional phases.

It was observed at the applied load of 9.2 N decrease the coefficient of friction with 
the increase in the velocity of sliding friction significantly compared to when the load of 
4.6 Newton due to human skin shows a complicated surface topography and, viscoelastic 
properties (non-linear behavior), resulting in a very complex mechanical direct contact 
conditions and specific frictional behavior. Physiological responses including sweating will 
additionally complicate this mutual contact mechanics by interactively varying the caused 
interface between the human skin and counter-surface at the region under consideration. 
Also, detected for a normal applied force of about 9.2 N the full detailed breakdown displays 
that the periods of formation of sticking were a direct factor of around two greater than the 
periods of slipping. In contrast, observed for a normal force of 4.6 N the detailed analysis 
shows that the periods of sticking were a factor of around 3 times longer than that of the 
periods of slipping. As shown in Figures 5 and 6 when drawing zoom.

Figure 5.  Normal force against test time duration, at load of 4.6 N
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Effect of Sliding Velocity and Friction Mechanism

The sliding velocity and friction mechanism were done by logically increasing sliding 
velocity from 0.3 mm/min to 7 mm/min. As sliding velocity increases friction coefficient 
decreases and hence through assessment fitting the correlation coefficient reaches up to 
0.96 and 0.91 at normal load 4.6 N and 9.2 N respectively as shown in Figure 7. During 
the sliding hypothesis, almost all the sliding energy is released when the applied stress is 
completely removed from the contact region skin. The hysteretic skin friction was relatively 
small in amount because of lost a small amount of energy, whereas, at higher values of 
sliding speed, the local deformation rate on the employed skin is also increased and the 
obtained deformation is so difficult to local recover instantaneously.

Figure 6. Normal force vs test time, at load 9.2 N

Figure 7. Coefficient of friction vs velocity
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Effect of Normal Load and its Mechanism

The examinations of applying normal loads were conducted by the gradual increase of 
the applied normal loads from an initial value of 2.3 N up to 19.3 N. The obtained results 
with a fitted curve of the gained coefficient of friction against the applied normal loads are 
shown in Figure 8. Figure 8 shows the results of the load based on the practically measured 
coefficients of friction. Here, the mean friction coefficient was mathematically calculated 
for the principal sliding phases and graphically plotted against the induced mean normal 
force. The two sole factors that are leading to such relatively small values of the standard 
deviations between (0.0045-0.0161) were the expected variations in the total friction force 
during the stick-slip phase as well as variations in the direction normal force applied by the 
external weight during each individual frictional experiment. A fit to the gained results by 
using the so-called Power-law function when use different velocity gives Equation 1 and 2:

µ(F n)  = 0.677F n
-0 .29     				    (1)    

µ(F n)  = 0.695F n
-0 .441        			   (2)

The correlation coefficient reaches 0.973 and 0.948, respectively as the coefficient of 
friction is proportional to the applied normal load, where µ denotes the friction coefficient 
and Fn the normal force.

To accurately estimate the rising direct contact pressure at the specified skin region, the 
contact area of the human index finger was measured as a function of the applied normal 
force. The specified area of the finger direct contact area with UMHW polyethylene area 
measured in mm2 on the normal force Fn (N) approximately associated to the function as 
shown in the following Equation 3:

A (F n)  = 0.275F n
-0 .195           			   (3)

Figure 8. Coefficient of friction against normal load
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Figure 9 presents the pressure-dependence of the friction coefficients. It is clear to be 
distinguished that the real contact area between the index finger and UMHW polyethylene 
on the infinitesimal level is considerably smaller than that of the apparent contact area, 
causing to relatively higher real contact pressures in the definite skin contact zones, 
therefore, it can be supposed that the micro-mechanical behavior of skin is characterized 
by a higher modulus of elasticity.

Figure 9. Coefficient of friction as a function of contact pressure

CONCLUSION

•	 It is possible to conclude specific point based on the above practical part and 
frictional analysis of this investigation as:

•	 One of the most important mechanical phenomenon was creep has been observed 
a stick time interval where the static friction force is significantly increased during 
this stroke, The analytical model for stick-slip of skin and UHMWPE is proposed.

•	 The difference between static and kinetic friction defines the amplitude of stick-
slip phenomena. The contact pressure, the sliding velocity, and rigidity of system 
determine the stability conditions of the movement between skin and UHMWPE.

•	 The normal applied load effects the frictional behavior of human skin friction and 
the coefficient of friction shows utterly load dependence.

•	 When the normal load increases from 2.3 N to 19.3 N, the friction coefficient of 
skin decrease. 

•	 The sliding speed influences the frictional behavior of human index finger skin 
when the adjusted sliding speed is increasing from initial value of 0.3 mm/min 
up to 7 mm/min, and the coefficient of friction decreases, plus the “stick-slip” 
phenomenon appears. 
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•	 Obtained results for the stick–slip friction tests with the human finger might be 
valuable in connection with the improvement of the prosthetic socket and for the 
accurate control of the formation of stick–slip friction between of the skin and the 
inner layer of the socket.
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ABSTRACT 

This article aimed to describe the design and building of a 3-axis mini computer numerical 
control (CNC) machine for making a ceramic cup and bowl prototype that helps achieve a 
fully-automated production process using a small budget. Step motors were used to control 
the movement of the 3 axes, X, Y, and Z axis, of the Mini CNC machine. Automated 
operating system was controlled through unipolar microstepping driver and spindle 
adjustment PC interface board. The operating system was controlled by Mach 3 software, 
G-code command. Based on a test using a prototype milling of a lotus leaf ceramic bowl 
with a diameter of 130 centimeter and height of 65 millimeter, it was found that the depth 
of cut in milling each round was 6 millimeter, the test of building a dry clay lotus leaf 
bowl with a hard plaster lotus leaf bowl, fine milling with feeding speed of 1000 - 3,000 
(mm / min), and increasing the spindle speed of 10,000 - 15,000 (rpm), circular milling 
cutter with a depth of 0.1 (mm). In each circular, the increase of the feeding speed and the 
spindle speed would reduce the time required for building. The smoothness of the lotus 
leaf bowl surface depended on the hardness of the material used to make the prototype. 
When comparing the performance with the 5-axis CNC machines on the market, it was 
found that the performance was similar, but the Mini CNC Machine had size, weight, and 
price less than others.

Keywords: Ceramic, G-code, mini CNC

INTRODUCTION

Manufacturing high quality products with 
time saving and cost saving in the production 
process is a basic need of industry operators 
in a highly competitive situation. Therefore, 
it is necessary to employ a computer system 
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to assist in manufacturing (Computer Integrated Manufacturing, CIM) (Delaram & Valilai, 
2018). A basic principle of computer integrated manufacturing involves computer numerical 
control or CNC using a CNC machine is more precise than humans (Li, et al., 2020). 

There are different types of CNC machines in the market and the popular ones are 2-axis 
and 3-axis CNC machines (Yousefian, et al., 2020). Major components of CNC machines are 
mechanical design, drive modules, and system software (Lin & Koren, 1996). Mechanical 
design is composed of system structure, drive modules consist of microprocessor, and the 
last part – system software used for milling a work-piece is controlled by G-code command 
and NC-code command (Madekar, et al., 2016). 

Mini CNC machine uses the same operating system as other CNC machines but the 
objective of the maker is to save cost in purchasing a large and expensive CNC machine 
with redundant mechanisms more than necessary for medium-sized and small-sized 
enterprises including moving and installation that requires a large place and specialists 
(Sarkar, et al., 2020).

Mini CNC ceramics machine is an automated milling machine for prototyping ceramic 
cups and bowls. It can facilitate milling prototypes from 50 millimeter circumference 
and 50 millimeter height to 100 millimeter circumference and 200 millimeter height. The 
machine structure is conveniently installed and moved. Its operative system is similar to 
that of other CNC machines. A 3-D model using computer-aided design is saved in the 
dwg file type. The file is converted into a path of the machine using G-code command or 
NC-code command. The prototype obtained from the CNC ceramic milling machine is 
exactly like the design more precise than humans and the price of the machine is cheaper 
than the ones in the market (Jinan Style Machinery Co., L., 2021).

MATERIALS AND METHOD

Mini CNC Machine 

CNC technology has been widely used in the production process. Moreover, a control board 
is cheap and bought easily these days like each model of Arduino board designed to support 
mini CNC machine which can be applied to other devices easily because a free software 
download is offered for control software including software used for the development 
(Hirani, 2019). Currently, a mini milling machine is developed to serve various kinds of 
automatic work such as the development of automatic plotter and automatic PCB cutting 
machine. The purpose of making the mini CNC machine is cost saving and it can be used 
with PC, Arduino ATMEGA 328 control board that is cheap and easy to find. It can facilitate 
G-code command for PCB drawing and drilling, CD/DVD writer, stepper motors, Servo 
motor, motor drivers, and design of 2-D building sketch (Kumar, et al., 2017).

Utilizing CNC technology to make ceramic prototypes for replacing conventional 
manufacturing process- Producing a prototype mold is a time-consuming process. Solid 
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Work software used to design ceramic products can reduce design time and a path of 
milling can be checked before feeding to CNC machine for making a ship prototype and 
a prototype model. The findings from this study indicated that new technology can help 
artists produce their pieces of work with Solidwork software and make a product prototype 
using a CNC machine based on an interdisciplinary approach between ceramic production 
process and digital production technology (Yousefian, 2020).

3-Axis CNC Machine

The design and development of 3-Axis CNC router machine with microcontroller can 
achieve a variety of complex workpieces with low cost. The machine supports cutting, 
reaming, marking, drilling, and milling for wood, acrylic, and PCB box. The microcontroller 
can facilitate design and image processing software such as ArtCam and InkScape that can 
convert the movement procedure of end mills in milling and reaming using G-code and 
GRBL software to control the operating system of the mini CNC machine. Test results and 
precision test showed that the machine can work efficiently on a work area of 280 width, 
170 length, and 65 millimeter height (Patel et al., 2019).

Implementation

The mini CNC ceramic machine consists of 3 subsystems, i.e. mechanical system, electronic 
system, and computer software. The steps for making the machine are as follow: 

Step 1 – design operating control electrical circuit
Step 2- design operating mechanism
Step 3 – install hardware devices
Step 4 – design workpieces for testing the machine operating system
Step 5 – compare milling efficiency on each material.

Step to Design Operating Control Electrical Circuit

The microcontroller is used to control the movement of workpieces on the 3 axes, X, Y, 
and Z axis through step motors using G-code command converted from the designed 3-D 
model. The designed electrical circuit block is shown in Figure 1. 

Based on Figure 1, when a computer receives G-code command, step motors control 
the movement of the 3 axes, X, Y, and Z axis of the Mini CNC machine in circular motion. 
Automated operating system is controlled through unipolar microstepping driver and 
spindle adjustment PC interface board.

Step to Design Operating Mechanism and Install Hardware Devices 

The mini CNC ceramic machine consists of aluminum structure for installing ball screw. 
The machine moves in a straight line on X axis with 41.0 centimeter length, Y axis with 
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37.5 centimeter length, and Z axis with 240 centimeter length. The movement is controlled 
by step motors and a holding tray including an end mill bracket with 46.2 centimeter width, 
50 centimeter length, and 66.5 centimeter height as seen in Figure 2. 

Step motor as shown in Figure 3a, is a device used to control the movement on each 
axis. Automated operating system is controlled through unipolar microstepping driver in 
Figure 3b, for driving, signals are given to motor phases arranged in a correct order to 
ensure smooth spinning as seen in Figure 3.

Spindle adjustment PC interface as shown in Figure 4a is a device used to control the 
spinning of end mills. A spinning control board is activated by G-code command as seen 
in Figure 4b.

Table 1 shows details of hardware devices mounted to the structure of the mini 
CNC ceramic machine as seen in Figure 2. Mini CNC ceramic machine capability is 
summarized in Table 2.

Figure 1. Electrical circuit of the mini CNC ceramic machine

Power Supply
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PC Interface 
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Figure 2. Mini CNC ceramic machine structure
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Figure 3.  Unipolar Microstepping Board: (a) Stepping motor; and (b) Microstepping board

Figure 4. INNER Microchip Driver Interface v.2.0: (a) Control box; and (b) Driver board

(a) (b)

(a) (b)

Table 1
Details of devices in the mini CNC milling machine

Linear system
1. Linear TBI Linear No. 15, X axis 410 mm. length, Y axis 375 mm. length, Z axis 

240 mm. length.
2. Block TBI Block No. 15 for X, Y, Z axis.
Motion system
1. Ball Screw TBI 16 mm. diameter.
2. Stepping motor 400 Watt 220 Volt alternating current
Structure
1. Ball bearing SKF ball bearing no. 6000
2. Rubber engine mounting SKF
3. Conduit pipe LC-LIDA
Controller cabinet system
1. Power Supply Delta 24 volts 6.5 amps
Board
1. Board and spindle driver INNER Microchip Driver Interface v.2.0
2. Fan 24 volt
3. Switch Button Emergency button (E-Stop), On / Off button (Switch On / Off)
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Table 2
Details of the mini CNC ceramic machine capability

Item Details
Work area Work area of (X axis) mm. * 300 (Y axis) mm. * 150 (Z axis) mm.
Height ≥ 70 mm.
Machine Size 625 × 510 × 410 mm
Connection USB port
Linear and driving system Driving X,Y,Z axis using ball screws and round shaft linear slide.
Driving motor Step motor with a speed of 1440 rounds/second.
Spindle With a speed of 20,000 rounds per minute (rpm).
Speed in milling 0-3500 mm/min
Precision The machine is commanded to move at least 0.0025 mm.
Milling speed 0-3500 mm/min
Precise positioning ± 0.05 mm
Command code G-code / NC-code
Weight of machine 60 kg.
Structure of machine Aluminum alloys

4. IC IC alternating current AC socket 3 leg
Milling device
End mill Maktec MT910, 20,000 millimeter/minute 260 watt, end mill size = 6.35 

millimeter
Electrical system
Electricity 220 volt AC

Table 1 (continue)

Linear system

Step to Design Work Piece for Testing the Machine Operating System 

Software designed to control the operating system of the mini CNC ceramic machine 
comprises 2 parts as one part used to design shapes of 3-D ceramic products and the part 
used to control the operating system of the machine for milling workpieces to meet the 
designed shapes. The software used to design shapes of ceramic products in this study, a 
lotus leaf ceramic bowl, with a diameter of 130 centimeter and height of 65 millimeter, 
was Aspire 8.0 as seen in Figure 5. 

The Aspire 8.0 was converted to the command for the movement of end mills using 
Mach 3 software, G-code command as seen in Figure 6. 

RESULTS AND DISCUSSIONS

Outcome of Assembly of structure

The designed structure and controller in this study can facilitate the installation of prototype 
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Figure 5. Size of the workpiece, actual motorcycle wheel that passed milling

Figure 6. Running G-code file on Mach 3.
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materials in making ceramic cups and bowls on a milling machine work area of 300 
millimeter width, 300 millimeter length, and 200 millimeter height as seen in Figure 7.

Computer software used to control the activation of the mini CNC ceramic machine 
was connected to the operating system box comprising on/off button, emergency stop 
button, and speed adjustment button (Spindle) for controlling the rotational speed of end 
mills. All components are shown in Figure 8.

Figure 7. The mini CNC ceramic machine for lightweight and thin products: (a) Clay bowl; and (b) 
Plaster bowl

Figure 8. Assembly of hardware and software to operate a small CNC ceramic machine.

(a) (b)

Contour Frees Test 

The G-code command obtained from the conversion of the designed lotus leaf bowls were 
given to the software controlling the operating system of the mini CNC ceramic machine 



1999Pertanika J. Sci. & Technol. 29 (3): 1991 - 2002 (2021)

Development of Mini CNC Machine Design and Building

using Mach 3.  The feeding speed was set between 1000, 2000, 3000 (mm / min), and the 
motor speed of 10000,12000,15000 (rpm). The cutter was moved in a circular motion with 
the starting point of the cutter ran in the top position of the bottom of the bowl, and then 
descended in the cutting stratification at 0.1 mm. The result was able to create a prototype 
of a ceramic lotus leaf bowl, diameter 130 mm, height 65 mm, both dry clay material and 
hard plaster as shown in Figure 9. 

Testing result of running the milling machine for cup and bowl work pieces were made 
from clay and hard plaster to figure out an appropriate condition for using the machine, 
and variables specified for feeding to the control program are shown in Table 3. 

According to the table showing the values used to figure out an appropriate condition 
of the mini CNC milling machine, it was found that the looping pattern according to the 
shape of work pieces, and continuous moving without moving in reverse direction to the 
starting point were the test of milling based on a real condition of 3-D work pieces.

Which was slow in the X-Y plane and only changed in the Z axis. For checking the 
milling conditions in each circular, the milling can be formed a lotus leaf bowl with a 
smooth surface as required as in Figure 10.

From the milling test of lotus leaf bowl, dry clay and hard plaster in each cycle measured 
from the depth of each cycle of 0.1 mm by increasing feeding speed and spindle speed 

Figure 9. Outcome of ceramic work piece milling bowls: (a) Clay bowl; and (b) Plaster bowl

Table 3
Variables and values used to randomly figure out an appropriate condition for milling work pieces

Variables Chosen values in the test
Feed Rate 1,000, 2,000, 3,000 (mm / min)
Spindle Motor 10,000, 12,000, 15,000 (rpm)
Patterns of path Looping pattern according to the shape of work pieces (Follow part).
Moving in reverse direction for 
milling in each layer.

Continuous moving without moving in reverse direction to the starting 
point.

	

(a) (b)
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Table 4
Test result with the lotus leaf bowl made from dry clay

Test of slow movement with looping pattern
Feeding speed (mm/min) 1,000 2,000 3,000
Spindle Speed (rpm) 10,000 12,000 15,000
Step Down Pass Depth (mm) 0.1 0.1 0.1
Total Machine Time 2.05 1.47 1.12

Table 5
Test result with the lotus bowl made from hard plaster 

Test of slow movement with looping pattern
Feeding speed (mm/min) 1,000 2,000 3,000
Spindle Speed (rpm) 10,000 12,000 15,000
Step Down Pass Depth (mm) 0.1 0.1 0.1
Total Machine Time 2.38 2.15 1.45

Figure 10. Outcome of milling ceramic work pieces of bowls

was found to be a little different. It depended on the speed and hardness of the material 
used as in Tables 4 and 5. 

When comparing the milling efficiency from Table 4 and 5, it was found that the time 
difference was slight. The dry clay lotus leaf bowls took less time than the small plaster 
lotus leaf bowls. The smoothness of the skin was similar and met the needs of ceramic 
operators. The performance comparison results of the 3-axis mini CNC ceramic milling 
machine with commercially available 5-axis mini CNC machines were as shown in Table 6.

By comparison with the 5-axis CNC machines (Jinan Style Machinery Co., 2021) that 
were available in the market, the performance was similar, but the mini CNC machines 
were much cheaper. The size and weight of the machine were also less, so it was suitable 
for small ceramic enterprises (SMEs) who wanted to reduce their production capital and 
had less production space.
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CONCLUSION 

The mini CNC ceramic machine model for making a ceramic cup and bowl prototype 
obtained from this study can facilitate the milling of workpieces with 50 millimeter 
circumference, 50 millimeter height to 100 millimeter circumference, and 200 millimeter 
height. Performance test results showed that running a 6.5 mm cutter with a fine milling 
method, the feed speed was associated with an increase in spindle speed that would take 
less time to mill. In addition, hard plaster bowls were found to be smoother and more 
tender than dry clay bowls.  However, the major factor of error was the unsmoothness of 
the driving system with unstable values. Guidelines for improving the mini CNC ceramic 
machine are, (1) to lessen error found in all axes of the machine, devices in each axis of the 
driving support system should be replaced with higher efficient devices and (2) to prevent 
dust during the milling, a closed system should be used by allowing a dust collection system 
to suck up dust that occurs while the machine is running. 
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machine (UTM) and dynamic mechanical 
analysis (DMA). The tensile strength of 
epoxy LY5052 composites with 60 wt% 
has enhanced to 986%, and glass transition 
temperature (Tg) was improved from 
71oC to 110oC. Overall, 60 wt% carbon 
fibre exhibits better thermo-mechanical 
properties with lightweight, which may be 
a future composite material for aerospace, 
especially UAVs technologies. 

Keywords: Aerospace and unmanned aerial vehicle, 

carbon fibres, composite materials, thermo-

mechanical, vacuum bag technique 

ABSTRACT 
Lightweight and high strength composite materials are vital for unmanned aerial vehicles 
(UAVs) and aerospace technologies with desired characteristics. Carbon composite 
materials exhibit extraordinary properties for UAVs and aerospace applications.  This study 
aimed to discover the best-prepared composition of composites material having epoxy LY-
5052 and carbon fibres laminate for UAVs. Besides, to develop a low cost with high specific 
strength composite material for aerospace application to replace metallic alloys. In this 
work, the vacuum bag technique is used to prepare rectangular strips of three different ratios 
of carbon fibre/epoxy laminates [(40:60), (50:50) and (60:40)] to obtain the best composite 
in terms of properties. The thermo-mechanical and viscoelastic behaviour of composite 
materials were evaluated using differential scanning calorimetry (DSC), universal testing 
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INTRODUCTION

Currently, carbon fibre composites have broad applications in aerospace, for examples, 
Unmanned Aerial Vehicles (UAVs) used in military and routine applications (i.e., 
considering the air contamination, research, polar area observing, and animal calculations 
along with significant military field) (Schlothauer et al., 2020). The interest for more 
flexibility, successful payload UAVs is enlarging, where composite materials are assuming 
a basic function in the advancement of these new elite UAVs with exceptional composite 
material properties (lightweight and high quality) (Ramirez-Atencia et al., 2020). These 
composite materials are established by twice Young’s modulus when contrasted with various 
types of metals and aluminium alloys with half low weight retention (Giones & Brem, 
2017). In any argument, high stiffness, corrosion resistance, thermal and vibration damping 
characteristics are viewed as the most significant properties mulled over when working with 
UAV’s composite materials (Ramirez-Atencia et al., 2020). The composite materials, the 
blending components, comprised of a few stages with various physicochemical properties. 
Composites are separated into reinforced filler and matrix following their capability. 
The most typically used matrix materials are metals, ceramics, and polymers. While, the 
reinforcement fillers are carbon, glass, boron, and aramid. 

UAVs and aerospace technologies are manufactured mostly from aluminium, 
titanium, and steel, which reduced UAVs flight time due to heavyweight. The carbon 
fibre composites are exhibiting low density as compared to metals. However, mechanical 
damage is susceptible when composites being subjected to tension, flexural and impact loads 
(Shokrieh et al., 2013). Rahmani et al. (2014) investigated the effect of fibre orientation 
and fibre content in terms of mechanical properties by utilizing various epoxies. However, 
the prepared composites were brittle, elongation at break and impact strength was much 
lower while our research focuses on a different aspect of mechanical and thermal properties. 
Ridzuan & Jagan (2019) investigated the carbon fibres composite (CFC) for motorbikes’ 
arms by utilizing hand layup process. However, there was no information regarding the 
epoxy used and curing time of epoxy was much longer to be 48 hours. Afshar et al. (2020) 
investigated the carbon fibre epoxy composite having different epoxy compared to us with 
the other motive. The motive of their research was the effect of environmental exposure 
with a metallic coating. The metallic coating increased the composite material’s density 
and may not be suitable for various aerospace applications. Muralidhara et al. (2020) 
investigated the carbon fibres with boron carbide particles’ insertion by utilizing LY1564 
epoxy. The process adopted was much longer. Also, the information on tensile and flexural 
strength of the composite was not reported. Kaybal et al. (2020) were investigated the 
carbon fibres composites with a different epoxy. The researchers evaluated the effect of 
boron nitride reinforcement on the machinability of composite materials. The correlation 
of fibre orientation and resin, the effect of hardener over epoxy, inter-facial strength with 
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respect to electrical, thermal, thermo-mechanical, inter-laminar fracture and vibration 
characteristics of composite with different types of the epoxy matrix were established by 
various researchers ( Batabyal et al., 2018; Ashori et al., 2019; Kaybal et al., 2020; Ekşi & 
Genel, 2017; Kaleemulla & Siddeswarappa, 2010; Minty et al., 2018; Muralidhara et al., 
2020; Ornaghi et al., 2010; Rahmani et al., 2014; Ridzuan & Jagan, 2019; Lee et al., 2018; 
Vasudevan et al., 2018).  However, no one has used LY5052 epoxy for 40, 50 and 60 wt% 
of carbon fibre composites. Epoxy LY5052 exhibits outstanding mechanical and thermal 
properties besides lightweight. It can be best suited for replacing aluminium, titanium and 
steel if reinforced with carbon fabrics. This work is the continuation of work published by 
Khan et al. (2020) to explore further the mechanical and thermal-mechanical properties of 
epoxy LY-5052 and carbon fibres composites at various ratios.

This study investigated the effect of laminated carbon fibres on epoxy LY5052 at three 
different ratios, i.e., A=40, B=50 and C=60 wt% [A=CF/Epoxy (40:60), B=CF/Epoxy 
(50:50), C= CF/Epoxy (60:40)] of composites properties in terms of tensile strength, 
tensile modulus, tensile strain, flexural strength, flexural modulus, storage modulus, tan₰ 
and density with the simple and easy process. Where; CF stands for carbon fibres. The 
main objective was to compare the best suitable ratio of carbon fibres reinforced composite 
using a special epoxy for structural applications. The advantages include the processing 
method applied, low cost, ease of production and handling, lower safety requirements.

MATERIALS AND METHODS

Materials

Matrix resin Araldite LY-5052 and the release agent QZ-13 were bought from Huntsman 
Petrochemical Co. Table 1 presents the properties of Araldite LY-5052 provided by the 
manufacturer. Unidirectional carbon fabrics (6k) were imported from Boto Corp, Korea. 
Table 2 denotes the physical and chemical properties of carbon fabric as provided by the 
manufacturer. The remaining materials, such as vacuum bags, brushes and metal scrapers 
and gloves for the hand layup process, were purchased from the local market. Glass mould 
and vacuum pump were utilized to manufacture composites.

Preparation of Composites

The composite manufacturing details were obvious elsewhere (Hassan, 2012; Reddy 
et al., 2019). The composites having 1.5 mm thickness were prepared by hand layup 
vacuum bagging technique. Glass mould was coated with a releasing agent. Samples of the 
composites were prepared at ratios of 40, 50 and 60 wt% [A=CF/Epoxy (40:60), B=CF/
Epoxy (50:50), C=CF/Epoxy (60:40)]. A brush and metal scraper were used to wet the 
fabrics properly, and the samples were sealed in a polyethylene sheet through sealant tape. 
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A vacuum pump pipe was inserted in polyethylene sheet through a sealed hole to create a 
vacuum. In the vacuum bagging unit, the vacuum of -27 mm of Hg was employed for 5 
hours and left the laminates in the setup for 24 hours. All the samples were then shifted to 
a heat treatment furnace for post-curing at 80oC for 2 hours. The physical and mechanical 
properties of carbon fabrics are mentioned in Table 2.

Table 2
Properties of carbon fabrics

Properties Values

Flashpoint ≥ 140°C

Cure cycles 1 day at room temperature

Glass transition temperature (Tg). 50 °C, at room temperature curing

Tensile strength 	 49-71 Mega Pascal (MPa)

Elongation  1.5 - 2.5 %

Tensile modulus 3350-3750 MPa

Flexural strength 130-140 MPa

Viscosity at 25oC 1000 – 1500 centipoise [cps]

Poisson’s ratio 0.35

Table 1
Properties of Epoxy-LY5052

Properties Values

Fibre Diameter (µm) 8

Density (103kgm-3) 1.75

Young’s modulus (GPa) 250

Tensile strength (GPa) 2.7

Elongation % 1

Coefficient of Thermal Expansion (10-6 °C-1) -0.4

Thermal conductivity (Wm-6°C-1) 24
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Characterization

Mechanical Testing. The mechanical testing (stress-strain) of the composites was carried 
out using a universal testing machine (Zwick/Roell Z020). The tensile and flexural testing 
was performed according to ASTM standard D-3039 and D-3518, respectively, at room 
temperature.

Dynamic Mechanical Analysis (DMA). A dynamic mechanical analyzer (Perkin-Elmer 
DMA7e) was utilized to evaluate storage modulus, loss modulus and tan delta (δ) of the 
composite materials. Dynamic mechanical analysis (DMA) tests were carried out according 
to ASTM D-4065. The size of the DMA samples was 50x12 mm2. Each type of test was 
done five times, and the average was taken.

Differential Scanning Calorimetry (DSC). Differential scanning calorimetry of the 
composite materials was performed through the DSC analysis instrument Model: TA 
2920. DSC of all the samples was done at the rate of 10oC per minute heating. A nitrogen 
atmosphere was applied during the DSC testing of samples.

Density. The density of the sample was checked according to the GB-1033 test method 
for density standard so that the density of the composites can be compared with the known 
density of aluminium, titanium, and steel.

RESULTS AND DISCUSSION

Mechanical Properties

Figure 1 demonstrates tensile strength, tensile modulus and strain% for pure epoxy and 
carbon fibres composites (CFC). In Figure 1a the tensile strength of pure epoxy was 47.3 
MPa. The tensile strength of epoxy LY-5052 was increased in all proportions after the 
incorporation of fibres.  i.e., 412.56, 462.2 & 513.68 MPa for 40,50 and 60 wt% of carbon 
fibers respectively. The difference in tensile strength in pure epoxy and CFC was mainly 
because of the tensile strength of carbon fabrics. The increase in tensile strength was 
attributed to the constraining effect of fibres on the movement of polymer chains of epoxy.

Figure 1b illustrates the tensile modulus of pure epoxy and its composites with carbon 
fibres. The tensile modulus of pure epoxy was recorded as 1.8 GPa. The upsurge of 9.93, 
11.59 and 11.76 GPa in tensile modulus was observed with the incorporation of 40, 50 and 
60% carbon fibres. Figure 1c illustrates the strain percentage of epoxy and its composites at 
ratios of 40,50 and 60 wt%. The strain percentage of pure epoxy was improved amazingly 
with the incorporation of carbon fabrics. There was an increase of 84.75 % in strain% with 
the incorporation of 60 wt% of fibres, as presented in Figure 1c. The simultaneous increase 
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in tensile strength and strain% at 60 wt% of fibres compared to other ratios was the sign 
of higher impact toughness. The tensile results are in accord with the work of Rahmani et 
al. (2014) and Cai et al. (2016).

Table 3 demonstrates the flexural strength of pure epoxy and its composites. The 
flexural strength of epoxy was recorded as 70 MPa. The upsurge of 515, 552 and 609 MPa 
was noticed for 40, 50 and 60 wt% of carbon composites. The rise in flexural strength with 
increasing fibres content resulted from the restricted movement of polymer chains of epoxy 
and the pinning effect of embedded fibres. The flexural modulus of laminates has also been 
shown in Table 3. It has been observed that with the incorporation of carbon fibres in epoxy 
LY 5052, the flexural modulus enhanced greatly. The higher properties exhibited by CF/
Epoxy laminates are due to the better integral characteristics of carbon fibres, as reflected 
in Table 3. The flexural results are in accordance with the work of Barkoula et al. (2005) 
and Turla et al. (2014).

Figure 1. (a) Tensile strength of CFC (b) Tensile modulus of epoxy CFC (c) Tensile strain of CFC
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Table 3
Flexural strength and modulus of all the carbon fibres composites

Formulations
(Carbon fibres/epoxy)

Flexural Strength
(MPa)

Flexural Modulus
(GPa)

Pure epoxy LY5052 70 ± (11.94) 0.73 ± (0.02)
40:60 515 ± (8.71) 10.53 ± (0.52)
50:50 552 ± (6.44) 10.62 ± (0.11)
60:50 609 ± (16.73) 10.77 ± (0.17)

Thermal Properties of Laminates

Figure 2 represents the Differential Scanning Calorimetry (DSC) curves for epoxy and its 
composites. The glass transition (Tg) of epoxy was improved at all proportions. The Tg of 
epoxy-LY5052 was recorded 71oC. The Tg was increased to 110oC with CFC at 40 wt% of 
carbon fibres (CF/Epoxy 40:60), as shown in Figure 2. The rise for Tg in 50 wt% and 60 
wt% (CF/Epoxy (50:50) and CF/Epoxy (60:40) was up to 39oC. The increase in Tg was 
due to the restricted movement of polymer chains. The DSC results were in accordance 
with the results of Vasudevan et al. (2018) & Ekşi and Genel (2017).
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Figure 2. Heat flow vs transition temperature of carbon fibre composites
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Dynamic Mechanical Analysis (DMA)

Loss Modulus. Figure 3 shows the loss modulus of epoxy and its composites. The loss 
modulus of epoxy was improved with the addition of carbon fibres. The peaks were 
shifted towards higher temperature with the incorporation of fibres, as shown in Figure 3. 
Broadening and shifting of peaks toward increasing temperatures was the confirmation of 
increment in the Tg. It may be attributed to the immobilization of the matrix chain with 
fibres. The results were in agreement with the study of Ornaghi et al. (2010).
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Figure 3. Loss modulus vs temperature (°C) of carbon fibres composites

Storage Modulus. Figure 4 shows the storage modulus of epoxy and its composites. 
The storage modulus of epoxy was increased at all proportions with the incorporation 
of carbon fibres. The storage modulus of epoxy was recorded to be 4.7 GPa. The storage 
modulus was increased to 8 GPa with the incorporation of 40 wt% of continuous carbon 
fibres. An increase up to 21 GPa was noticed with 50 wt% fibres. However, in the case of 
60 wt% of fibres, the storage modulus was reduced to 18 GPa. It was slightly lower than 
the composite with 50 wt% fibres. This is expected due to the reduce interfacial bonding 
at the higher carbon fibre content.

The reduce interfacial bonding can be supported by the reduce Tg value from storage 
modulus (Figure 3) and damping (Figure 5) curves for CFC with 60 wt% carbon fibre then 
50 wt% carbon fibre. DMA analysis is known to characterize fibre and matrix composites 
interfacial bonding at the molecular level (Dong & Gauvin, 1993). The Tg of CFC is 
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related to the matrix chain mobility that increases with increased interfacial bonding and 
chain entanglement in composites. The higher value of storage modulus was reflecting 
the higher stiffness of composites. Apart from comparing the storage modulus values, it 
was established that composites viscoelastic behaviour revealed from the storage modulus 
decreases with increasing temperature. The drop-in modulus for epoxy was observed in 
the range of 70-100oC, while it was improved to the range of 100-140oC for composites, 
as shown in Figure 4. It happened plausibly due to the restriction in molecular mobility of 
polymer chains of epoxy. These results were confirmed the significant increase in Tg of 
composites at all proportions and coincide with the work of Backes et al. (2018).
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Figure 4. The storage modulus of carbon fibre composites

Tan δ. Figure 5 is showing the tan δ results of epoxy and carbon fibres composites. Tan δ 
can be obtained from DMA results and can be defined as storage modulus/loss modulus. 
This property usually represents the damping factor of the materials, which was improved 
by incorporating carbon fibres. Figure 5 shows that the peaks were shifted in the right 
direction, which confirms the increase of glass transition temperature (Tg). An increase in 
Tg is related to the increased in interfacial bonding in the composites material. At higher 
carbon fibre content (60 wt%), the Tg is slightly reduced revealed that the interfacial 
bonding is reduced at the higher fibre content. The results were in agreement with the 
study of Ornaghi et al. (2010).
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Figure 5. Tan Delta of carbon fibre composites

Density

Table 4 represents the density of epoxy and its composites. Densities of the composites 
were found much lower than known densities of aluminium (2.7 g/cm3), titanium 
(4.5 g/cm3) and steel (8.05 g/cm3). The density of the composites shown in Table 4 
confirmed the composite’s lightweight compared to aluminium. 

Table 4 
The density of carbon fibres composites

Samples Density g/cm3

Resin LY 5052 1.16 ± (0.01)
Carbon Fibre /Epoxy Composite 40:60 1.33 ± (0.015)
Carbon Fibre /Epoxy Composite 50:50 1.31 ± (0.005)
Carbon Fibre /Epoxy Composite 60:40 1.53 ± (0.051)
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CONCLUSIONS 
The study’s objective was to investigate thermo-mechanical properties of epoxy LY-
5052 in lightweight carbon fibres composites to replace the heavy metal in UAVs and 
aerospace applications. The results indicated that mechanical, thermal, and thermo-
mechanical properties of special structural epoxy LY5052 upsurged with fibre laminate at 
all proportions. However, the tensile strength, flexural strength, and CFC thermal properties 
at 60 wt% were highest and superior. Furthermore, the increase of fibres beyond this ratio 
would create wettability issues associated with the bonding interaction between CF/Epoxy, 
resulting in lower properties. The glass transition temperature of composites, irrespective of 
their mixing ratios, was much higher than epoxy. The increase was 54.92% for CFC. The 
decrease in loss modulus was noticed with the rise of carbon fibres in composites, which 
is beneficial and represents the better damping factor. Conversely, the storage modulus 
amplified significantly with increasing fibre content in composites. Overall, the epoxy 
LY-5052 and carbon fibre composites exhibit superior properties for structure application 
of UAVs and aerospace in terms of lightness, stiffness, and strength compared to Al, Ti 
and steel.
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INTRODUCTION

A material  that  has human muscle 
characteristics potentially could provide 
an effective alternative to conventional 
actuator technology. Energy density, strain, 
actuation pressure, response time and 
efficiency are the important elements of an 
actuator material that need to be considered. 
In addition, the environmental tolerance, 

ABSTRACT

This paper investigates the active dynamic and electromechanical characteristics of a new 
thin folded dielectric electro-active polymer actuator developed by Danfoss PolyPower. 
The high voltage is supplied to the actuator during dynamic testing to identified the effect 
of the electrical field on dynamic characteristics. The electromechanical characteristics 
are investigated by varying the amplitude and frequency of the voltage supplied. The 
experimental results, such as natural frequency, amplitude response, and loss factor are 
presented to show the influence of such an electrical field on the characteristic of the 
actuator. There is a reduction of resonance frequency from 14 Hz to 12 Hz as voltage supply 
up to 2000 V. The actuating response of the actuator was subjected more to frequency rather 
than the amplitude of the voltage supplied. Hence, the results may guide the exploration 
of a new folded thin actuator as an active vibration controller.
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fabrication complexity, and reliability also need to be considered for good actuator designs 
(Pelrine et al., 2000). Thus, rapid developments and research of the so-called artificial 
muscle led to the design of dielectric electro-active polymers (DEAP). These materials can 
undergo large deformation, respond quickly and have high energy density hence they were 
also called artificial muscles (Berardi et al., 2010). Other attributes of dielectric elastomer 
include fast response, no noise, lightweight and low cost (Suo, 2010). 

The ability of DEAP to deform by applying voltage is like the deformation shown by 
any dielectric material subjected to electric field. However, the corresponding deformation 
was markedly enhanced by the softness of the polymer itself, as well as compliance of 
the electrodes. These two key-features distinguish actuating devices made of dielectric 
elastomer from those based on different electric-field-driven electrics, such as piezoelectric 
and electro strictive materials (Carpi et al., 2008). Kornbluh et al. (1999) suggested that, 
the dielectric elastomer showed the promising potential for being used not only as actuator 
but as well as sensor and generator, or it may be used to replace existing impractical 
technologies. 

Besides that, one of the unique properties of DEAP is that it can be formed in any 
complex shapes and still provide actuation. Li et al. (2018) fabricated stacked dielectric 
elastomer actuator to enhance the homogenous and reproducible properties of the actuator. 
Hau et al. (2016) described how to establish DEAP membrane actuators to become high 
force actuator that can be pushed to the high double-digit Newton range and beyond. One 
of the most popular shape of DEAP actuator was tubular or cylindrical shape (Berardi et 
al., 2010; carpi, et al., 2003; Carpi & de Rossi, 2004; Sarban, et al., 2011; Tryson et al., 
2010; Wissler et al., 2007). For these shapes of DEAP actuator, the principal work was 
‘push actuator’. To date, very few studies have explored on the DEAP actuator working 
as ‘pull actuator’(Wahab et al., 2020).

Thus, the purpose of the present study is to investigate the new core free folded thin 
DEAP actuator established by PolyPower®. In this paper, the experimental works are 
conducted to identify the electromechanical characteristics of the actuator as static and 
harmonic voltage was supplied.

MATERIAL AND METHOD

Folded Thin DEAP Actuator

The actuator was made-up from sheets of dielectric elastomer that was developed by 
Danfoss PolyPower A/S (Benslimane et al., 2002; Berardi, 2013; Sarban et al., 2011). The 
actuator was fabricated by rolling multilayers of PolyPower DEAP sheet which were then 
pressed to form a flat and thin structure as shown in Figure 1. It was fully made-up from 
DEAP sheet without any supporting material or core inside the flat rolling structure that 
resulting soft and flexible actuator. For voltage supply, flexible wires and conductive tape 
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were attached at whichever side of electrodes. At each end of the actuator, hard plastic 
clipper was put to ensure the actuator always in the flat structure shape. Table 1 shows the 
geometry of the flat structure actuator used in this study. 

 
a. 

 
b. 

 Figure 1. (a) A rolled multilayer DEAP composite pressed to form a flat structure. (b) A photograph of the 
final assembly of Poly Power flat DEAP actuator (Rahimullah Sarban, 2011)

The new actuating formation described in this work provide a simple means to obtain an 
electrically contractile thin, soft, flexible (human muscle looks alike) and uniform actuator. 
For this thin actuator, the corrugated surface is the basic actuating force. This condition 
ensures the elongation of the actuator is in axial direction and in maximum condition 
(Berardi, 2013; Sarban et al., 2011). It is also avoiding the complexity of fabrication of 
any shape actuator either in tubular or flat thin condition. 

Table 1  
Actuator specifications and properties 

Geometry Value Material constant Value
Actuator’s length (m), L 0.28 ε(F/m) 8.854e-12

Actuator’s width (m), w 0.07 ε0(diamensionless) 3.1
Weight (kg), M 0.0645 Elastic Modulus (MPa), Y 1.1
Clipper’s weight (kg), Mc 0.105 Laminate’s thickness (μm), h 70

Young’s Modulus (MPa), E 1.1
Density (kg/m3), ρ 1100

*Source: (Berardi, 2013)
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Active Dynamic Testing 

The purpose of this experiment was to identify the effect of electrical field towards the 
dynamic response of the new actuator. Figure 2 shows the diagram and the setting of 
equipment for the experiment.  One end of flat DEAP pull actuator was clamped at static 
iron beam and another end was hung freely. This condition is in single degree of freedom 
(SDOF). The pre-stretch condition of flat DEAP pull actuator due to the mass of caliper 
(Mc) was assumed as equilibrium condition. Electro-magnetic shaker was used to excite 
the actuator in only one direction, so that the modal response in just that direction can be 
obtained. The signal used to drive the shaker in the tests was set as pseudo random. The 
transfer function of acceleration per unit force (accelerance) has been acquired by spectrum 
analyser for 30 s, rectangular windows and over an average of 75 times. The tests were 
conducted by supplying a voltage from 0 to 2 kV, in steps of 500 V. 

Figure 2. Active dynamic testing

Electromechanical Testing

In order to identify the electromechanical response, harmonic electrical inputs were 
stimulated with the actuator. Figure 3 shows the experiment set up.  

In this experiment the voltage inputs were peak to peak value for 500V, 1000V, 1500V 
and 2000V. Frequency for each value of voltage has been changing in step of 3Hz up to 
21Hz. The Fourier coefficient for each data has been determined by FFT calculation and 
graph amplitude-frequency for each voltage has been plotted.
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Figure 3. Harmonic electrical input testing

RESULTS AND DISCUSSION

Active Dynamic Characteristic

The finding suggests that, the natural respond of the actuator in this work is at low frequency 
range. The first order mode of resonance is around 14 Hz at zero voltage supplied. Figure 
4 shows that the voltage applied at 500 V, 1000 V and 1500 V do not affect the natural 
frequency of the actuators. Only at 2000 V, the effect of high voltage can be observed with 
reduction of natural frequency into 12 Hz.

The loss factor of the actuator was calculated using 3dB method. Referring to Table 2, 
the voltage supplied does affect the loss factor of the actuator as the highest lost factor of 
0.7917 occurs at 2000 V. As voltage was supplied towards dielectric elastomer, the electric 
field was created due to existence of charges. The electric field established electrostatic 
pressure which is created pressure on the elastic sheet of DEAP that caused a compression 
of the elastomer sheet (Pelrine et al., 1998). The electric field dictate the electrostatic 
pressure (Onyenucheya et al., 2019). Thus, as voltage increased which mean electric field 
strength increases, the more stretches and reduces of the thickness of the elastomer sheet. 
As a result, the stiffness of the actuator decreases. Hence, resulting in the decreasing of the 
natural frequency of the actuator. This condition is in line with  Berardi (2013). 

Electromechanical Characteristics

Figure 5 shows the first Fourier coefficient of flat DEAP pull actuator for voltage at 
500V, 1000V, 1500V and 2000V at varying frequencies 0Hz – 21Hz. It can be seen at 
zero frequency input, the higher voltage produced higher stroke or actuating response. As 
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Figure 4. Acceleration per unit force for different DC voltage supply at mass = 0 (pre-stretch due to clipper 
mass of 105 g)

Table 2
The effect of voltage on loss factor of prototype actuators

Voltage (V) Loss Factor
0 0.3929

500 0.4107
1000 0.3393
1500 0.3929
2000 0.7917

crosses the frequency range, the highest stroke for each voltage occurs at around 12 Hz. 
This was the range of natural frequency for the actuator which has been determine during 
dynamic testing. Beyond the resonance frequency, the amplitudes were decreased to zero 
for each of different voltage.

In theory, the resonance frequency of an actuator is dependent on its stiffness and mass 
while the peak values at resonances are dependent on the materials damping coefficients. 
Results indicate that damping of this actuator growths as voltage increases. The elastomeric 
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material is highly deforming as high voltage is applied. This deformation causes the internal 
friction to rise and as a result the occurrence of energy loss is increased.

Actively actuator is the main part of active vibration control technology. The actively 
actuators reduce the unwanted vibrations in structure by exciting the vibrating structures 
with harmonic motion resulting in an overall vibration reduction. At the initial of the 
frequency range, the high voltage of harmonic electrical inputs produce high stroke is 
due to inhomogeneity of the actuator (Bertoldi & Gei, 2011). As high voltage applied, the 
thickness of the actuator starts to varies due to deformation occurs at the actuator (Suo, 
2010) . This condition contributes to increasing the elongation of the actuator. 
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Figure 5. Fourier coefficient versus Frequency for a harmonic response of the actuator

Across the frequency range, the actuating response of the actuator was subjected more 
on frequency rather than the amplitude of the voltage supplied. This was consistent with 
Molberg et al. (2009), who suggested that the performance of elastomer actuator was 
dominated by the frequency dependence of the elastic response and was less influenced 
by dielectric properties. In fact, over the frequency range the amplitude of the actuator 
is constant as dielectric remaining roughly constant although different voltage supplied. 
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The results also show that the actuator has the potential to provide harmonic motion with 
moderate operating speed.

CONCLUSION 

In this work, the effect of electric field toward dynamic and electromechanical characteristic 
of the new core free folded thin DEAP actuator were investigated. It was found that the 
natural frequency of the actuator reduces from 14 Hz into 12 Hz as voltage supplied up to 
2000 V. For the harmonic electrical stimulation, near to zero frequency, the high actuating 
response for high voltage input is due to inhomogeneity of the actuator.  Across the 
frequency of harmonic electrical input, the actuating response of the actuator depending 
more on frequency rather than amplitude. The performance of this actuator for active 
vibration control is necessary in the future study.  
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polypropylene test tube, followed by the 
addition of extractant solution [0.10% (v/v) 
HCl + 0.05% (m/v) L-cysteine + 0.10% 
(v/v) 2-mercaptoethanol] to the sample and 
sonicated for 15 minutes. The MeHg level 
was detected from the sample solution using 
the LC with Zorbax Eclipse XDB-C18 (4.6 
x 12.5 mm, 5 µm) (Agilent Technologies) 
guard column and analytical column (4.6 x 
150 mm, 5 µm) and was quantified by using 
the ICP-MS. The recovery of MeHg was in 
the range of 106 to 112% with RSD of less 
than 10%, followed by the LOD and LOQ 

ABSTRACT

Methylmercury (MeHg) is one type of mercury (Hg) species known to be very toxic 
to humans, especially pregnant women and their fetuses. This study aims to obtain and 
validate the optimum condition of liquid chromatography with inductively coupled 
plasma mass spectrometry (LC-ICP-MS) to test MeHg concentration. To date, there is 
limited research that is focused on the maternal blood MeHg samples using LC-ICP-
MS in Malaysia. Before analysis, collected blood (500 µL) was placed into a 15 mL 
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values of 0.216 and 0.766 µg/L, respectively. The MeHg appeared at a retention time of 
fewer than 5 minutes. The results reported that the median (IQR) of maternal blood MeHg 
level in Malaysian pregnant women was 1.70 (8.90) µg/L, which is 9.7% lower than the 
LOD value and 11.2% higher than the guideline value of 3.5 µg/L of MeHg in maternal 
blood. 

Keywords: LC-ICPMS, maternal blood, methylmercury determination, validation

INTRODUCTION

Mercury (Hg) is a heavy metal that exists ubiquitously in the environment. It has been listed 
as one of the heavy metals with evidence and proven to cause detrimental health effects 
to humans. The Hg toxicity to its target organs in human varies according to species and 
forms, resulting in a different range of toxicity, including carcinogenicity, mutagenicity, 
and teratogenicity (Jeevanaraj et al., 2015). Organic Hg compounds are more toxic than 
inorganic Hg compounds due to the lipophilic characteristics and chemical properties of 
organic Hg that makes it penetrate the membrane and enter the cells easily (Baharuddin 
et al., 2012). MeHg is one of the organic forms of Hg species known to be very toxic to 
both humans and the environment. MeHg is derived from the methylation process of Hg 
through microbes’ reaction, especially in the aquatic ecosystem (Jeevanaraj et al., 2016). 

Exposure to Hg and MeHg poses a threat to human health, especially among susceptible 
individuals such as pregnant women. MeHg is a toxic organic compound that targets the 
brain and can across the blood-brain and placental barriers, thus are especially detrimental 
to the fetuses during the developmental stage (National Research Council, 2000b). Based 
on the previous studies that conducted the Hg and MeHg exposure in maternal blood and 
cord blood, the results indicated that the concentration level was higher in cord blood 
compared to the maternal blood (Soon et al., 2014; Huang et al., 2017; Lee et al., 2010). 
This observation is due to the high affinity of Hg and MeHg that crosses the placenta. The 
phenomenon is also expected in the present study; however, we found there was difficulty 
in sampling the cord blood sample due to the different location of respondent’s give birth 
which is outside of Selangor state.

Several areas in Malaysia, such as West Port, Straits of Malacca, Prai, and Johor, were 
reported to have a high concentration of Hg in the environment due to the anthropogenic 
metal loads from industrial activities (Praveena et al., 2013). Hg levels in humans is affected 
by the dietary fish intake, environmental conditions, and different geographical areas. The 
West Coast of Peninsular Malaysia showed high concentration of Hg levels contaminated 
in food (Praveena et al., 2013). In a specific case study, Abdullah et al. (2015) conducted 
a study of Hg and MeHg accumulation in several fish species in the Manjung coastal area. 
This area can be influenced by the rapid development from anthropogenic and agricultural 
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activities, waste and toxic effluent, quarries, and residential developments. The authors 
found that the levels of Hg and MeHg in fish caught were ranged from 65.13 to 106.10 
µg/kg. Although the levels were below the guideline limit set in the Malaysian Food Act 
(1983) (1000 µg/kg), the higher consumption of fish and marine products could affect the 
Hg accumulation in the body. Therefore, fish consumption from this area is a major concern 
to pregnant woman in Malaysia due to great pollution from anthropogenic activities. 

The previous studies had attempted to analyze the presence of MeHg in multiple 
media such as sediment, water, and other biological samples. However, there is limited 
research focusing on the maternal blood MeHg samples using LC-ICP-MS in Malaysia. 
The detection of MeHg concentration in biological samples such as blood, hair, nail, and 
urine were determined to assess the degree of MeHg exposure and determine the detrimental 
health effects that could have happened. However, the Hg concentrations in both blood 
and hair are accepted as the valid biological samples of MeHg exposure (Mergler et al., 
2007), although both are providing a different reflection of exposure (National Research 
Council, 2000b). In this study, the detection of MeHg concentration in the blood sample 
was conducted to assess the degree of exposure in the maternal blood among pregnant 
women. The concentration in maternal blood will reflect the MeHg exposure in the fetuses. 
According to Kim et al. (2011), the MeHg concentration in the fetuses was higher than 
in mothers. Based on maternal exposure, the researchers are able to estimate exposure 
concentration in the fetus and calculate the health risk assessment of Hg exposure.

The problem statement of this study was there is no data available for methylmercury 
exposure among pregnant women in Malaysia. Table 1 shows the distribution of MeHg 
concentration among pregnant women population found in other studies. Besides that, 
the investigation on Hg exposure level from fish consumption found in the hair that was 
conducted in Petaling District among women at reproductive age showed that 40.9% of 
them had exceeded the recommended dose of 0.1 µg/g (Jeevanaraj et al., 2015). This 
finding propels the current study to focus on the Petaling District to examine the MeHg 
concentration level from fish consumption. A recent Malaysian study on the Hg exposure 
from marine fishes which obtained from the wholesale market of the Fisheries Development 
Authority of Malaysia (LKIM) and fisherman’s market in Selangor, showed that seven 
marine fish species such as Spanish mackerel, golden snapper, torpedo scad, four-finger 
threadfin, pale-edged stingray, sin croaker and red snapper had total Hg concentration 
exceeding the FAO/WHO recommendation value of 0.5 mg/kg, with the maximum 
concentration of 0.90 mg/kg was reported in golden snapper (Jeevanaraj et al., 2016).

The standard methods used to detect the MeHg or Hg concentrations are by using gas 
chromatography (GC) or by using the high-performance liquid chromatography (HPLC) 
together with an elemental specific detector such as inductively coupled plasma mass 
spectrometry (ICP-MS) (Rodrigues et al., 2010). However, the liquid chromatography 



Pertanika J. Sci. & Technol. 29 (3): 2028- 2044 (2021)2030

Amirah Abedinlah, Saliza Mohd Elias, Sarva Mangala Praveena, Suhaili Abu Bakar Zulida Rejali and Juliana Jalaludin

(LC) was the most selected separation technique used for Hg speciation compared to the 
GC because there is no necessity to derive Hg species into volatile compounds before the 
separation process (Rodrigues et al., 2010). This paper aimed to validate a simple extraction 
method using the LC-ICPMS technique to detect MeHg in the maternal blood sample, as 
modified from Rodrigues et al. (2010). The validation step represents a tool essential to 
prove the claimed function or a specific analytical method to measure the samples for the 
desired purpose (Tanase et al., 2006) and ensure reliable analytical data.

Table 1
Distribution of MeHg concentration among worldwide population found in other studies

Location Population Median Mean Range References
Selangor, 
Malaysia

Pregnant women 
– maternal blood

1.70 1.98 0.11 – 9.90 Present study

Charleston, 
South Carolina, 
USA

Pregnant women 
– early gestation

- 0.58 0.01 – 2.70 Donohue et 
al. (2018)

Pregnant women 
– late gestation

- 0.46 0.01 – 2.10

Seoul and 
Busan, Korea

Pregnant women 
– maternal blood

- 2.60 NA Kim et al. 
(2011)

St. Lawrence, 
Canada

Pregnant women 
– first trimester

- 0.36 NA Morrissette et 
al. (2004)

Pregnant women 
– second trimester

- 0.30 NA

During give birth - 0.23 NA
Sweden Pregnant women 

– early gestation
0.94 < LOD – 6.8 Vahter et al. 

(2000)
Pregnant women 
– late gestation

0.73 < LOD –2.8

Korea Pregnant women 4.05 3.81 – 4.32 Wells et al. 
(2016)

Mexico Pregnant women 
– all trimesters

3.40 Min=0.29-
0.43 
Max=11.89- 
31.15

Basu et al. 
(2014)
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MATERIALS AND METHODS

Study Location and Subjects

The study location was selected based on the data from the previous study by Jeevanaraj 
et al. (2016) that showed 40.9% of women at reproductive age in the Petaling District had 
MeHg concentration exceeding the recommended EPA RfD (1 µg/g of hair THg) in their 
hair samples. Thus, the present study has selected study subject based on the following 
criteria: pregnant women aged from 20 - 49 years old, with the stage of pregnancy from 
12 - 40 weeks and from the 7 Maternal and Child Health Clinics based in the Petaling 
District. The sample size estimation for one group was used to calculate the sample size and 
the formula was adopted from Lemeshow et al. (1990). After substituting the values into 
the formula, the desired sample size of this study was 211 after considered the 20% non-
response rate. The area probability sampling technique was used to recruit the respondents 
from each clinic. The clinics were divided into three groups: low, medium and high density, 
classified based on the density of the respondents who visited the clinic. After classified 
the area, the sample size for each clinic was calculated until it reached the desired sample 
size of 211. The sample collected from each area was presented in the Table 2. 

Table 2
Selection of Respondents with Probability Proportionate to Size Method

Clinic
(Sub-District)

Estimated 
number of 
pregnant women 
in the clinic 

Cumulative 
number of 
pregnant women 
in the clinic

Cluster 
number 

Total number 
of respondents 
from each 
clinic

Low density 
Batu 13, 
Puchong

1,123 1541 1 10

Total 1,541
% Representative 1,541 / 27, 092 = 5%		       	 1/21 = 5%
Medium density
Sri Kembangan 3,372 6,979 2 – 5 40
Taman Medan 3,690 10,669 6 – 8 30
Kelana Jaya 3,732 14,401 9 & 10 20
Batu 14, 
Puchong

3,826 18,227 11 – 13 30

Total 14, 620
% Representative 14,620 / 27, 092 = 54%			   12/21 = 56%
High density 
Seksyen 19 4,277 2,2504 14 – 17   40
Seksyen 7 4,588 2,7092 18 – 21 40
Total 8,865
% Representative 8,865 / 27, 092 = 33%		   	 8/21 = 38%       	 210 ≈211
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Chemicals and Reagents

All the plastic and glassware materials used in this study were soaked in 10% (v/v) nitric 
acid (HNO3) for 24 hours before rinsing five times with ultra-pure water and then dried 
using nitrogen gas. The purpose of soaking the plastic and glassware in acid is to remove 
residues entirely from glassware that may contaminate the sample during analysis. A 1000 
mg/L standard solution of Methylmercury Chloride (CH3ClHg) in H20 was obtained from 
Alfa Aesar. The calibration standard was freshly prepared on daily basis over the range 
of 0.0-20.0 µg/L through serial dilution of the stock solution. The other chemicals for the 
detection were the trace metal grade hydrochloric acid (HCl) (34-37% v/v) Thermo Fisher 
Scientific, USA), while L-cysteine mixture (97% m/v), 2-mercaptoethanol (≥ 99.9% v/v), 
ammonium acetate (99.99% m/v) and HPLC grade methanol (≥ 99.9% v/v) were obtained 
from Sigma-Aldrich (USA).

Standard Reference Material

NIST SRM 955c Toxic Metals in Caprine Blood was purchased from the National Institute 
of Standard and Technology (NIST, USA) that includes the mass fraction certification of 
the total organic and inorganic Hg contents in the blood sample.

Instrumentation

An Agilent LC 1260 was interfaced to the Agilent ICP-MS 7900 series, consisting of the 
essential compartments for the analysis, the isocratic pump, the automatic sampler, the 
degasser, and the column compartment. The MeHg species were separated using the LC 
with Zorbax Eclipse XDB-C18 (4.6 x 12.5 mm, 5 µm) (Agilent Technologies) guard column 
and analytical column (4.6 x 150 mm, 5 µm) followed by the quantification using the ICP-
MS. The signal identification was achieved by comparing the retention time (RT) of the 
standards and analytes, while the matrix spike (i.e., blood sample with known concentration) 
was used to confirm the peak standard and analytes in the samples. The MeHg level was 
quantified using a single ion at m/z 202 for Hg against the calibrated external standards.

The instrument was tuned using 1 µg/L tuning solution from the ICP-MS Stock 
Tuning Solution diluted with ultra-pure water. The instrument was optimized daily, and 
the performance checking was conducted for optimum performance of the instrument. 
For better results, the LC Column (Zorbax Eclipse XDB-C18) was preconditioned by 
pumping the methanol (HPLC grade) at 0.4 mL/min for at least 2 hours. Next, the column 
was conditioned with the mobile phase solution using the same flow rate and lasted for at 
least 30 minutes. The operational conditions of the instrument were shown in Table 3 and 4.
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Table 3
Operational Condition (Agilent LC 1260 Isocratic Pump)

Setting Items Setting Values
Column Zorbax Eclipse XDB C18, 4.6 x 150 mm, 5µm
Guard column Eclipse XDB C18 4.6 x 12.5 mm, 5µm
Column temperature Ambient 
Mobile phase 0.05% (v/v)2-mercaptoethanol, 0.4% (m/v) L-cysteine, 

0.06 mol/L ammonium acetate and 5% (v/v) methanol,
(pH 6.6-6.7)

Mobile phase Flow rate 1 ml/min
Injection volume 100 µL
Run time 10 min (600 sec)
Measurement Peak high

Table 4
Operational Condition (Agilent Technologist ICP-MS 7900)

Setting Items Setting Values
RF power 1200 W
Dilution gas 0.40 – 0.60 L/min
Carrier gas 0.6 - 0.8 L/min
Sampling depth 10.0 – 11.0 mm
Nebuliser Miramist 
Nebuliser gas flow 0.5 rps
Spray chamber Quarts Scott style spray chamber (2⁰C)
Interface cones Platinum sampler and skimmer cones
Isotopes 202Hg
Gas mode He mode

Extraction Method

The sample extraction was carried out by referring to the previous methods described by 
Rodrigues et al. (2010) with slight modification. A total of 500 µL of NIST SRM 955c 
toxic metals in caprine blood (Level 3) was placed into a 15 mL polypropylene test tube. 
The extraction solution (0.05% of L-cysteine, 0.10% of 2-mercaptoethanol, 0.10% of HCl) 
was added to the polypropylene tube until the markup volume of 5 mL and then sonicated 
for 15 minutes. The sample was then centrifuged for 5 minutes at 3500 rpm and filtered 
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through a 0.22 µm Nylon filter. Finally, the supernatant was placed in the vial for the LC-
ICPMS analysis.

Preparation of Calibration Standard

The working standard of MeHg was freshly prepared by diluting the methylmercury 
chloride 1000 mg/L (Alfa Aesar) in water solution (i.e., stock solution in the extractor 
solution). A linear equation was obtained by plotting the peak area against the standard 
concentration at seven points ranged from 0 to 20 µg/L. A calibration curve was prepared 
using the Agilent Mass Hunter software by plotting the peak high of the standards versus 
the concentration. The calibration curve was shown in Figure 1.

Figure 1. Calibration curve of MeHg Chloride (Standard) (0-20 µg/L)

Method Validation

The method was validated by using the NIST SRM 955c toxic metals in caprine blood, 
as shown in Table 5. The value observed in the current method was in good agreement 
with the established target value for the SRM 955c. The LOD was calculated as the mean 
blank plus with three times the standard deviation of blank, while the LOQ was calculated 
as the mean blank plus with ten times the standard deviation of the blank (Association 
of Analytical Committees, 2002). For results below the LOD, the value was replaced by 
divided by square root of two (Shim et al., 2017; Patel et al., 2019; Taylor et al., 2016; Jo 
et al., 2015; Gil et al., 2011).
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Table 5 
MeHg in the NIST SRM 955c. The values obtained are indicated as mean (SD), n=10

Sample  Target Value LC-ICP-MS method
MeHg concentration (µg/L) MeHg concentration (µg/L)

NIST SRM 955c 4.5 ± 1.0  4.6 ± 0.4

Application of Method

A total of 215 blood samples were collected from pregnant women who visited seven 
Maternal and Child’s Health Clinic from the Petaling District of Selangor under the Ministry 
of Health Malaysia. Three mL of the blood sample was collected from each respondent 
by the nurse in the clinic following the best practice of the blood withdrawn procedure. 
The sample was transferred into the K2EDTA vacutainer blood tube with a lavender cap 
containing anticoagulant and then inverted several times to mix with the anticoagulant to 
avoid the blood clot. The blood samples collected from the respondents were immediately 
placed in a cool box equipped with coolant to maintain the low temperature and transported 
to the Environmental Health Laboratory of UPM. The samples were stored at -20°C in a 
deep freezer until further analysis. The samples were extracted and quantified using the 
same method as described for NIST SRM 955c. 

Quality Control

All 20 samples were analysed under the same analytical condition and assigned as one 
batch for quality checking. All parts of the equipment in contact with samples and reagents 
were demonstrated to ensure the interference-free before conducted the analysis.

Statistical Analysis

The SPSS statistical software Version 23 was used in statistical analysis. The median value 
was used in the analysis due to the non-normality of the data.

Ethical Consideration

The study was ethically approved by the UPM’s Ethics Committee for Research Involving 
Human Subject (JKEUPM) (Ref: UPM/TNCPI/RMC/1.4.18.2) and by the Medical 
Research and Ethics Committee (MREC) with registered National Medical Research 
Registration (NMRR) ID of 16-782-30590.



Pertanika J. Sci. & Technol. 29 (3): 2028- 2044 (2021)2036

Amirah Abedinlah, Saliza Mohd Elias, Sarva Mangala Praveena, Suhaili Abu Bakar Zulida Rejali and Juliana Jalaludin

RESULTS 

This method validation was performed by using the LC-ICP-MS to detect MeHg in the 
blood samples. To the best of our knowledge, this was the first study reported in the Selangor 
state of Malaysia to determine the MeHg compound in blood samples. The validation was 
performed to ensure and confirm that the criteria used were in an acceptable range for the 
intended use of the MeHg detection in the blood sample using the LC-ICP-MS. The R2 
value of more than 0.995 indicates a good and stringent linear relationship between the 
concentration and the corresponding peak area. 

The performance of an instrument was evaluated by calculating the LOD and LOQ 
values. The LOD value is determined at the point where the minimum analyte concentration 
can be detected and reliably distinguished from zero using the instrument. The LOD value 
was determined by multiplying the standard deviation by 3. The LOQ value refers to the 
point with the lowest analyte concentration determined quantitatively with an acceptable 
precision level and accuracy. The LOQ value was measured as ten times the standard 
deviation from LOD (Shrivastava & Gupta, 2011). The analytical method validation was 
shown in Table 6. 

The acceptable range of sample recovery is from 70 to 120%, with an RSD value of ≤ 
20 (Wadhwa et al., 2015; Olmedo et al., 2010). The recovery range in this study was 106 
to 112% with the RSD value of < 10% and shows that the method can perform maximum 
extraction repeatedly, and the validated method is applicable for blood sample extraction 
using the LC-ICP-MS. Figure 2a and 2b show the chromatograms of MeHg species in the 
standard solution and blood sample. 

The method validation was used to detect the maternal MeHg in blood samples 
collected among pregnant women from one of the districts in Selangor, Malaysia. The 
results are given in Table 7. The median (IQR) value was 1.70 (8.90) µg/L, and the 
geometric mean (GM) value was 1.98 µg/L. A total of 11.2% of pregnant women have 
exceeded the recommended RfD of 3.5 µg/L MeHg in the maternal blood sample. The 
range showed that the lowest detected value was one-fold lower than that of the LOD value. 
The data also showed that nearly 10% of the respondents had a lower detection value than 
the calculated LOD value.

DISCUSSION

The rapid growth of development and human activities in Malaysia has contributed to 
contamination and human exposure. The method validation was used to detect the MeHg 
in maternal blood sample among pregnant women in Selangor, Malaysia. Previously, 
Jeevanaraj et al. (2016) have found that almost 50% of women in their reproductive age in 
the Petaling district had exceeded the limit of Hg in their hair which indicated an alarming 
level of Hg exposure through fish consumption. This current study was conducted among 
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pregnant women, the susceptible group vulnerable to sensitive compound/chemicals such 
as Hg and MeHg. Selangor state was chosen as the location of the study because it is 
located in the Klang Valley area, which is known to contribute to environmental issues 
such as pollution and lead to health problems (Suhaimi et al., 2020; Shahrir et al., 2019). 
The Petaling district was chosen based on the previous study conducted by Jeevanaraj et al. 
(2016), who reported the findings of Hg exposure via fish consumption among women in 
the Petaling area. This study was conducted to investigate the MeHg exposure in pregnant 
women, one of the Hg species which is known to be very toxic to human health. 

Our study found that 11.2% of pregnant women in this study had maternal blood MeHg 
above the guideline limit of 3.5 µg/L. The United States of Environmental Protection 
Agency (USEPA) has revised the RfD for Hg in cord blood from the reference dose of 58 
µg/L, as recommended by the National Research Council (2000a). After considering the 
effects of in utero MeHg exposure to child development from the Faroese, New Zealand 

MeHg analysis
LOD (µg/l) 0.216
LOQ (µg/l) 0.766
Calibration range 0.0 – 20.0 µg/L
Linear equation y = 1.003x – 0.0043
R2 ± SD 0.999 ± 0.001
Precision (% RSD)
- Repeatable
- Reproducible

0.332
4.799

Recovery (%) 112 ± 4.23

Table 6
Analytical method validation estimation

Table 7
Maternal blood MeHg concentration in respondent (N=215)

MeHg levels (µg/L)
Range (µg/L) 0.11 – 9.90
Total below LOD, n (%) 21 (9.7)
Average value (µg/L) 1.98
Median (IQR) (µg/L) 1.70 (8.90)
Total Exceeded RfD, n (%) 24 (11.2)

Note. IQR = Interquartile range, RfD = Reference dose
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Figure 2a. A standard solution that contains MeHg under an optimised condition with a retention time of 
MeHg at minute 3.50

Figure 2b. Chromatogram showing the peak of MeHg species in the blood sample

and Seychelles cohort studies, USEPA has adopted the use of 10 uncertainty factor (UF) 
value to calculate the 5.8 µg/L Hg RfD in cord blood (Rice et al., 2003). The RfD of 5.8 
µg/L Hg in cord blood indicates the association with increased risk of learning disabilities 
in fetuses. However, Stern and Smith (2003) suggested that the maternal blood Hg level 
should be revised to 3.5 µg/L, as cord blood levels are on average 70% higher than maternal 
blood levels (Mahaffey et al., 2004). Previous studies by Basu et al. (2014), Razzaghi 



Pertanika J. Sci. & Technol. 29 (3): 2028- 2044 (2021) 2039

 Methylmercury Detection in Maternal Blood Samples by LC-ICP-MS

et al. (2014), Donohue et al. (2018), Miranda et al. (2011), Mortazavi et al. (2017), and 
Silbernagell et al. (2011) used this guideline limit to associate their maternal blood Hg and 
MeHg exposure levels. Meanwhile, Cusack et al. (2017) has suggested that this guideline 
limit might be the most applicable guideline for comparison until an updated guideline 
limit for maternal blood MeHg concentration is determined.

The concentration of maternal blood MeHg in this study was compared to other 
population studies conducted worldwide. The blood MeHg concentration reported in this 
study was higher when compared to the studies by Donohue et al. (2018), Morrissette 
et al. (2004), and Vahter et al. (2000). The difference was due to the fewer fish and 
seafood consumption during the pregnancy, as recommended by the US Food and Drug 
Administration (FDA) and Environmental Protection Agency (EPA). Both agencies 
recommend to avoid the consumption of certain fish types that contained high mercury 
concentration, including shark, swordfish, king mackerel and tilefish (Razzaghi et al., 2014). 
Another possible reason for the lower MeHg concentration in pregnant women might be 
due to the hemodilution and other physiological changes that are related to pregnancy 
(Vahter et al., 2000), and could also be caused by the MeHg movement from the maternal 
blood to the cord blood (Kim et al., 2011).

On the other hand, the blood MeHg concentration reported in the present study was 
lower than results reported by Basu et al. (2014) in the Early Life Exposure in Mexico to 
Environmental Toxicant (ELEMENT) cohort study among trimester pregnant women in 
Mexico City. The cohort study found that 28.6 to 39.2% exceed the 3.5 µg/L across all the 
trimesters. Besides that, the study also found that high mercury exposure among pregnant 
women was because of high fish and seafood intakes. In Mexico, seafood was consumed 
nearly 7 times a month in about 700 to 800 grams each time, and canned tuna was the most 
popular item consumed. These findings showed that the fishes and seafood consumption 
in Mexico was approximately 2 times higher than the amount of seafood consumed by the 
other women of child-bearing age in America (442 grams/month; EPA, 2002).

In our study, the type of marine fish intake and maternal blood MeHg level in pregnant 
women was examined. The finding shows that the top five marine fishes that are mostly 
consumed by the respondents were Indian mackerel, torpedo scad, yellow-banded scad, 
Spanish mackerel and pomfret. This finding was in line with the previous study by Ahmad 
et al. (2015), who have identified the most preferred seafood among the Malaysian in 
Peninsular Malaysia, and they reported that the majority of respondents preferred Indian 
mackerel (70.9%), followed by yellowtail scad (26.2%), pomfret (22.6%) and tuna (21.8%), 
as compared to other types of seafood. Another similar study on Hg exposure via fish 
consumption was by Jeevanaraj et al. (2016), who conducted a study in Selangor and 
found that the most preferred marine fish species was the Indian mackerel (55%), followed 
by torpedo scad (31.6%), Indian scad (15.2%), yellow-banded scad (12%), Eastern little 
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tuna (11.7%) and Japanese threadfin bream (10.5%). This shows that most of the people in 
the Klang Valley would prefer the mackerel and scads species over the other fish species.

 In this study, the consumption of all seafood types (i.e., prawn, squid, crab and 
cockles and marine fishes) were not significantly associated with the maternal blood MeHg 
concentration among the respondents. This may be due to the low consumption amount 
of seafood and marine fishes among respondents in this study. Most of the respondents in 
this study were found to consume seafood and fish of small size on a monthly and weekly 
basis. Besides that, the lower Hg accumulation may be due to the respondents’ preference 
that mostly favoured marine fishes, therefore contributing to the relationship between fish 
and seafood consumption with the MeHg accumulation. The Hg concentration in muscles 
of fish species mostly consumed by the respondents in this study showed the values below 
the Malaysian Food Regulation 1985 and Joint FAO/WHO Expert Committee on Food 
Additives (JECFA) guideline limit of 0.5 mg/kg (Jeevanaraj et al., 2016; Ahmad et al., 
2015; Hajeb et al., 2008).

The minimum concentration of MeHg found in this study was lower while the maximum 
concentration was higher, compared to the studies conducted in Korea and Portugal. No 
Malaysian study on the MeHg concentration in the blood sample was found. Apparently, 
in the context of community health, the prevalence of 11.2% that exceeded the guideline 
limit of 3.5 µg/L reflects that the harmful exposure of Hg through fish consumption is at an 
alarming stage among the consumers. Regardless of the susceptible group, the Hg exposure 
can affect any individuals in the population who had consumed food contaminated with 
Hg, especially fish and seafood.

The measured maternal blood MeHg showed that 11.2% of the respondents had 
accumulated MeHg concentration beyond the guideline limit of 3.5 μg/L. The prevalence of 
exceeding limit reflects the current exposure among pregnant women with non-occupational 
exposure, typically due to fish consumption. The women in the highly exposed group 
are a critical concern to the health regulatory authorities and government bodies. These 
policymakers need to regulate the policy and guideline on advisory consumption of fish-
contained Hg and proposing a health surveillance program among pregnant women to 
protect them from the over-accumulation of Hg and MeHg in their body.

CONCLUSION

The method for detecting MeHg in the blood sample and the extraction and instrument 
method detection carried out in this study was effective and accurate. The results from the 
samples showed that this study population was possibly exposed to MeHg via ingestion 
route through fish consumption. Exposure to the toxic substance during pregnancy may 
harm the unborn baby and lead to neurotoxicity. Therefore, there is a pressing need for 
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further investigation and evaluation among the susceptible group, especially on their 
dietary intake and other possible sources of exposure, in order to plan for a subsequent 
risk management approach.
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of 96.6% and 83.0% for chest X-ray and 
chest CT-scan images, respectively.
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INTRODUCTION

Coronavirus (COVID-19) is a disease caused 
by a severe acute respiratory syndrome 
(SARS-CoV-2). This virus was detected in 
December 2019 in Wuhan, Hubei Province, 
China. According to Huang et al. the most 

ABSTRACT

The novel Coronavirus 2019 (COVID-19) has spread rapidly and has become a pandemic 
around the world. So far, about 44 million cases have been registered, causing more than 
one million deaths worldwide. COVID-19 has had a devastating impact on every nation, 
particularly the economic sector. To identify the infected human being and prevent the 
virus from spreading further, easy, and precise screening is required. COVID-19 can be 
potentially detected by using Chest X-ray and computed tomography (CT) images, as these 
images contain essential information of lung infection. This radiology image is usually 
examined by the expert to detect the presence of COVID-19 symptom. In this study, the 
improved stacked sparse autoencoder is used to examine the radiology images. According 
to the result, the proposed deep learning model was able to achieve a classification accuracy 
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common symptoms on the infected patient in Wuhan, China were fever, cough and myalgia 
or fatigue (Huang et al., 2020). COVID-19 has spread worldwide, and it has caused a dead 
around three million peoples around the world. However, the vaccination programme has 
been conducted worldwide to prevent the spread of COVID-19. Four possible methods can 
be used to detect the COVID-19 virus from human such as enzyme-linked immunosorbent 
assay (ELISA), loop-mediated isothermal amplification (LAMP), lateral flow and reverse 
transcription-polymerase chain reaction (RT-PCR). RT-PCR is the common method used in 
COVID-19 detection on the human body. However, this method requires 45 to 90 minutes 
to obtain the result (Bustin & Nolan, 2020) and it has a lack of accuracy on the early-stage 
infected patient (Zu et al., 2020). Due to large volume of samples, the analysis of RT-PCR 
can take several days.

According to Zu et al. (2020), radiologic examination can be used in detecting 
infected patient. Besides, Salehi et al. (2020) did review that there is an abnormal occur 
on infected patient’ chest which can be seen using computer tomography (CT) image. 
The diagnosis using  CT scan on infected patient’s chest outperformed RT-PCR method 
in many cases (Salehi et al., 2020). According to X. Yang et al. (2020), the early disease 
can be detected using CT scan method and the authors have conducted a comprehensive 
review on chest radiography analysis. Also, several studies have shown the capability of 
COVID-19 detection using chest X-ray images (Luo et al., 2019; Purohit et al., 2020; 
Apostolopoulos & Mpesiana, 2020). However, both CT-scan and X-ray images require 
an expert to examine the image. 

Machine learning is a method that has become a popular choice in providing an 
automated diagnosis for any disease. The machine learning can provide a more accurate 
and consistent result. The implementation of the machine learning model can assist the 
radiologist in making a correct decision since there is a lot of patient out there waiting 
for the result. With a massive number of tests, it may cause a high tendency of making 
a wrong examination from the image due to limited diagnosis time. The architecture of 
simple machine learning has recently been explored to create a deeper machine learning 
model architecture that can produce a complete model without requiring any manual 
feature preparation (Ozturk et al., 2020; Saufi et al., 2019). By taking advantage of the 
deep learning model, this study implements the deep learning method in diagnosing the 
non-infected and infected patient of COVID-19 virus using the radiology image such as CT 
scan and X-ray images. The deep learning model has a high capability of producing a result 
with a split second when the model is properly trained. Hence, the effective quantitative 
analysis of these images can be used as a complementary result before getting the result 
from RT-PCR. To date, RT-PCR has a best standard on the examination of COVID-19 as 
it directly analysing the virus at DNA level.



Pertanika J. Sci. & Technol. 29 (3): 2045 - 2059 (2021) 2047

Detection of COVID-19 from Chest X-ray and CT Scan Images using SSAE

The stacked sparse autoencoder (SSAE) model has been used in this analysis. SSAE 
model is among the popular model in deep learning. However, the SSAE model comes 
with several challenges such as hyperparameter tuning and computer processing time. 
The hyperparameter should be tuned properly to obtain an accurate diagnosis result. This 
hyperparameter is usually tuned manually which is time-consuming. Hence, this study 
utilised the differential evolution method to optimise the hyperparameter of SSAE model. 
The proposed model is developed to deal with several types of data such as a statistical 
parameter, images, and raw series data. Also, it has the ability in dealing with low sample 
dataset and it did not require any image enhancement on the dataset for image classification 
analysis.

MATERIALS AND METHODS

Stacked Sparse Autoencoder Architecture 

The stacked sparse autoencoder is built by stacking the sparse autoencoder with many 
numbers. As shown in Figure 1, the Sparse autoencoder comprises the encoder, hidden 
layer, and decoder features. The encoder mapped the input data using  
into hidden representation and the following function is used 
to reconstruct the hidden representation. Sparse autoencoder (SAE) imposes a restriction 
on the hidden autoencoder units that cause inactive hidden unit activation (Wang et al., 
2018). The reconstruction error of sparse autoencoder is shown in Equation 1.

  	    (1)

w h e r e  t h e  K u l l b e r g - L e i b l e r  d i v e r g e n c e  i s  r e p r e s e n t e d  a s 
,  , β is a sparsity penalty term weight,  is 

the sparsity parameter and  is the average activation of the hidden unit. The sparse 
autoencoder cannot identify the useful data as the purpose of the network for obtaining 
useful information. By restricting the weight, w and bias, b using the sparsity term, the 
useful data is obtained at the hidden layer. At the end of the multiple sparse autoencoder 
layer, another layer called Softmax classifier is stacked. This layer is intended to identify 
the useful features of information processed by the sparse autoencoder. In Equation 2, the 
equation of Softmax is defined.

,                    		    (2)
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where are the model parameters and normalizes the 
distribution to ensure that the sum value is equal to one.

Figure 1. Sparse autoencoder architecture

Proposed Model 

Several modifications were involved in the built model. First to decrease the training time 
of the model, the resilient backpropagation (Rprop) algorithm is implemented. Then using 
the differential evolution (DE) optimization process, the hyperparameters including weight 
regulariser, the number of hidden units, sparsity regulariser and sparsity proportion are 
optimized. DE is among the finest methods of optimization, based on studies examined by 
Wahab et al. (2015). These techniques have been used to detect rotating machinery failure, 
and the result has shown that the efficiency of the deep learning model can be enhanced. 
Throughout the analysis, however some hyperparameters are kept constant, such as the 
number of epochs, the number of sparse autoencoders, and loss function. The epoch 
was set to 500, to form the proposed model, two sparse autoencoders were stacked and 
the msesparse was used as the loss function. For each sparse autoencoder, there are four 
significant hyperparameters and using differential evolution, the hyperparameters value are 
optimized. Furthermore, using a resilient backpropagation algorithm, the training function 
of this network was optimized. Figure 2 shows the entire architecture of the proposed 
model (improved stacked sparse autoencoder). It is important to note that when training 
and testing using the machinery dataset, the proposed model did not require any image 
processing. The proposed method is therefore used in this paper to detect the presence of 
the COVID-19 virus on photographs of chest X-ray and CT scans.
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Differential Evolution Optimisation. Differential evolution (DE) is used in to deal with 
the hyperparameter selection issue discussed in the previous section. DE is a metaheuristic 
optimization that uses genetic algorithm operations. As the population grows, the algorithm 
inevitably changes its search behaviour from discovery to exploitation due to its self-
referential mutation. The primary aim of DE is to use mutation and crossover to produce 
new vectors. For the next generation, the selection process decides the vectors that will 
succeed. For each target vector , a mutant vector is generated via the Equation 3:

, 					     (3)

where , are random numbers, ,  is a decision 
vector, and is an amplification factor that determines the differential variation 
of .

The parent vector information for the trial vector U is crossover with the mutated 
vector using Equation 4 and 5.

, 	  			   (4)

and

Figure 2. The proposed model architecture
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,            			    (5)

where , is the crossover rate, the random number is , 
and is randomly selected to ensure that gets at least one component 
from .  

For the next generation, selection is the process of choosing a vector between (
and ( ).  A vector with a higher fitness value is chosen via Equation 6.

.  	                             			    (6)

Resilient Backpropagation. The supervised learning algorithm relies heavily on the 
backpropagation algorithm, as the algorithm can assist the model to find the appropriate 
parameter value for the lowest training function, such as weight, w and bias, b. There are 
a lot of algorithms for backpropagation that can be used to adjust the weight and bias so 
that a stable model is achieved by the model. However, the deep learning model has a 
deep architecture that causes the training function to be more complicated compared to 
the shallow learning model and not all the available backpropagation model can tune the 
deep learning model. Since the SAE model is a deep learning family, it is crucial to select 
the best backpropagation algorithm. Therefore, in this study, a backpropagation algorithm 
called the resilient backpropagation algorithm was selected.

Resilient backpropagation was proposed by Riedmiller and Braun (1993). The concept 
of this method is to repeatedly analyze the chain rule to calculate the effect of weight and 
bias with respect to an error function in the machine-leaning model architecture. Compared 
to other methods, this method uses separate weight updates. By considering the sign of 
the error gradient, the algorithm updates the weight of the network and the weight update 
is defined as Equation 7. 

.
        			 

										              (7)

When the element of ∂E/∂wij maintains its sign from one iteration to the next consecutive 
iteration, the factor of helps increase the component .Meanwhile, when the partial 
derivative when the partial derivative ∂E/∂wij changes its sign from one iteration to the 
next consecutive iteration, the factor of  helps to minimize the variable . The 
value is 1.2 while the value is 0.5 are set in this study. The weight will update based 
on Equation 8.
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.                                     			   (8)

The details of the algorithm can be referred to the owner of this method (Riedmiller 
& Braun, 1993).

Data Collection and Preparation 

The COVID-19 dataset from chest CT-scan and X-ray images were referred from  X. Yang 
et al. (2020) and Ozturk et al. (2020), respectively. The details of the Chest CT and X-ray 
examination on the data collection, imaging parameters and the imaging system have been 
thoroughly discussed by W. Yang et al. (2020) and Ozturk et al. (2020). For the analysis 
of the proposed model, the CT-scan and chest X-ray dataset were obtained from open 
access sources in which the utility of the dataset was evaluated and confirmed by a senior 
radiologist. The open-source dataset can be obtained from He et al. (2020) and  Cohen et 
al. (2020) . The image example has been shown in Figure 3 and 4. In this study, there is 
no image enhancement has been done on the image as the original image is directly used 
to study the performance of the proposed model on the original image. However, there are 
only a simple image pre-processing has been done by resizing the image into 56x56 pixels. 
It is important to note that the size of the image affect the deep learning model processing 
because a large size of an image takes a long training time (Verstraete et al., 2017). Also, 
the data has been normalised to increase the efficiency of the proposed model and prevent 
the network from overfitting (Srivastava et al., 2014). 

Figure 3. CT-Scan of chest images

a)	 Non-COVID-19 b)	 COVID-19
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Tables 1 and 2 below show data distribution for CT scan images and X-ray images, 
respectively. The training data will be used to generalise the sparse autoencoder parameters 
(weight and bias) that will be optimised using a back-propagation algorithm. The model 
is validated using the validation data of data to calculate the sparse autoencoder model’s 
accuracy on the selected hyperparameter value. If the model does not achieve acceptable 
accuracy, the hyperparameter will be changed using the differential evolution algorithm. 
The process will continue until the model reaches the 0% training accuracy on the validation 
data. Then, the model will be evaluated using test dataset.

Figure 4. X-ray of chest images

a)	 No detection b)	 Pneumonia c)	 COVID-19

Table 1
Data distribution for CT scan images

Data No finding COVID-19
Train 100 100
Valid 50 50
Test 50 50
Total 200 200

Table 2
Data distribution for X-ray images

Data No finding Pneumonia COVID-19
Train 100 100 60
Valid 50 50 25
Test 50 50 40
Total 200 200 125
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RESULTS AND DISCUSSION

The performance of the proposed model during the training process has been shown in 
Figures 5 and 6 on chest CT-Scan and X-ray images, respectively. The proposed model 
performed well on both datasets as the performance achieved 0% training error means 
that the model has already generalized the information from the training and validation 
image. Hence, the model is ready to be evaluated using the test dataset. It can be noticed 
that the model required different epochs number to reach the lowest training error. Then, 
the model is tested with test dataset and the result on the CT-scan and X-ray images 
have been tabulated in Tables 3 and 4, respectively. There are five types of the score are 
calculated to quantify the performance of the proposed model such as sensitivity, specificity, 
precision, accuracy, and F1-score. The definition and formula on each score can be referred 
to in (Tharwat, 2018). From Table 3, it can be noticed that the proposed model achieved 
around 81% to 86% for all scores. Hence, it shows that there is no bias toward one class 
on classification performance. The performance of the proposed model is satisfactory as 
several other research reaches more or less the same as the proposed model performance 
(Ying et al., 2020; Zheng et al., 2020).
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Figure 5. Training performance of the proposed model on CT-Scan images
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Figure 6. Training performance of the proposed model on X-ray images

Table 3 
CT-Scan images result on the test dataset

Sensitivity Specificity Precision F1-Score Accuracy
81.13% 85.11% 86.00% 83.50% 83.00%

Table 4 
X-ray images result on the test dataset

No. Conditions Sensitivity Specificity Precision F1-
Score

Overall
Accuracy

1 Normal &
COVID-19

95.6% 92.5% 94.0% 94.95% 94.4%

2 Pneumonia & 
COVID-19

96.08% 97.37% 98.0% 97.03% 96.6%

3 Normal & 
Pneumonia

81.13% 85.11% 86.0% 83.5% 83.0%

4 Normal 74.00% 91.01% 82.22% 77.90% 82.0%
Pneumonia 80.00% 85.39% 75.47% 77.67%
COVID-19 94.87% 96.00% 90.24% 92.50%
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Besides, the proposed model has been tested with X-ray image dataset. The dataset 
has been distributed to four conditions as shown in Table 4. The proposed model achieved 
92% to 95.6% for all scores on the first condition. Meanwhile, the model achieved 96 to 
98% for all score on the second condition which is the highest performance over other 
conditions. From the result, it can be noticed that the proposed model can detect accurately 
the different chest X-ray images between pneumonia and COVID-19 patient. However, the 
performance of the proposed model dropped when tested with third and fourth conditions 
of the dataset. This is due to the incapability of the model to detect accurately the different 
chest X-ray images between normal and pneumonia patient. There is slightly different in 
the calculation of forth condition datasets as each class has its own scores value except the 
overall accuracy. From each score on each class, the performance of the proposed model 
can be observed in each class. From the result of forth condition dataset, the model suffers 
a difficulty to differentiate the normal and pneumonia patient. Throughout the analysis there 
is no major overfitting issue occur on the proposed model as there is no big difference in 
the training and testing performance of the model on both datasets.

The proposed model performance has been compared with the shallow learning model 
such as an artificial neural network (ANN) and support vector machine (SVM). Both 
models are the popular shallow models that are always been used in many applications 
like mechanical engineering, biomedical engineering, and medicine. Hence, both models 
have been trained and test with chest CT-scan and X-ray images. The diagnosis accuracy is 
used to compare the performance of shallow leaning model with proposed model method. 
Bayesian optimisation is used to optimise the hyperparameter of the SVM model. On the 
CT-scan images as shown in Table 5, the ANN and SVM models, the models achieved 
73.3% and 75.5%, respectively. Meanwhile, on the X-ray images as shown in Table 6, the 
ANN model can achieve more than 80% accuracy on datasets 2 (Pneumonia and COVID-19 
dataset). However, the ANN model achieved below 80% for the rest of the datasets. 
Meanwhile, optimised SVM model achieved more than 80% accuracy on datasets 1 (Normal 
& COVID-19) and 2 (Pneumonia & COVID-19). However, the optimised SVM model 
achieved below 80% on datasets 3 (Normal & Pneumonia) and 4 (Normal, Pneumonia & 
COVID-19). In comparison, the proposed model performance on both images’ dataset is 
more accurate compared to the shallow learning model that shows the capability of deep 
learning over shallow learning model on image classification analysis.

The proposed model performance is compared with other similar studies as published 
in public journal that use the convolutional neural network model (Hemdan et al., 2020; 
Purohit et al., 2020; Wang et al., 2020). Convolutional neural network (CNN) is the 
common method used in many applications especially for image classification analysis. The 
comparative study between the proposed model and CNN model is shown in Tables 7 and 
8 for CT scan and X-ray images, respectively. On the X-ray images, the comparative study 
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used normal and COVID-19 conditions. The proposed model performed better compared 
VGG16 and VGG19 as shown in Table 7 and 8. VGG16 is the CNN model that was used 
to win the competition of ImageNet in 2014. While VGG19 is the improve version of CNN 
that has a better performance compared to VGG16 but VGG19. CNN model is known to 
have more hyperparameter that need to be set compared to the proposed model. This is 
one of the factors the CNN model is difficult to handle. Meanwhile, another improvement 
has been conducted by Wang et al. (2020) as the authors tend to use deeper architecture of 
CNN network on CT scan images. With deeper architecture the number of hyperparameter 
will increase that cause the network is difficult to handle. However, the result produced 
by the deeper CNN model is lower compared to the proposed model. According to the 
result, the proposed model performed significantly better since it uses simple architecture, 
as mentioned in the preceding section, instead of complicated signal and image processing 
and deeper learning architecture.

Table 5 
CT-Scan images result on the test dataset

Shallow learning Accuracy
ANN 73.3%

Optimize SVM 75.5%

Table 6 
X-ray images result on the test dataset

Datasets Class distribution ANN Optimize SVM
1 Normal & COVID-19 75.0% 81.4%
2 Pneumonia & COVID-19 83.9% 85.1%
3 Normal & Pneumonia 61.4% 75.5%
4 Normal, Pneumonia & COVID-19 62.6% 73.2%

Table 7 
Comparative analysis with a similar study on X-ray images

Model Sensitivity 
%

Specificity 
%

Precision 
%

F1-Score 
%

Overall
Accuracy 

%
Proposed model 95.6 92.5 94.0 94.95 94.4
Purohit et al. (2020) 
VGG16

81.52 99.25 99.0 89.0 90.4



Pertanika J. Sci. & Technol. 29 (3): 2045 - 2059 (2021) 2057

Detection of COVID-19 from Chest X-ray and CT Scan Images using SSAE

CONCLUSION

This paper has presented an improved SSAE to detect and diagnose COVID-19 on chest 
CT scan images and chest X-ray images. The proposed model did not require manual 
feature extraction and it can achieve satisfactory performance on COVID-19 dataset 
without image enhancement method on the image. This analysis proved that the proposed 
model can be used on other applications not only on machinery diagnosis. The selection 
of hyperparameter on deep learning is crucial as it may provide a good diagnosis result. 
Future research may implement the image enhancement on the dataset with a large size of 
the dataset to increase the classification accuracy.
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Model Sensitivity 
%

Specificity 
%

Precision
%

F1-Score
%

Overall
Accuracy %

Hemdan et 
al. (2020) 
VGG19

90.0 - 91.5 90.0 90.0

Table 7 (Continued)

Table 8 
Comparative analysis with a similar study on CT scan images

Model Sensitivity 
%

Specificity 
%

Precision 
%

F1-Score
%

Accuracy 
%

Proposed model 81.13 85.11 86.0 83.5 83.0
Purohit et al. (2020)
VGG16

93.62 63.76 72.0 88.0 78.7

Wang et al. (2020) 
CNN Dens-net 

93.0 - 76.0 83.0 82.0
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ABSTRACT

Nipa palm sap (NPS) as source of medicine traditionally used to treat various diseases. This 
study identified good radical scavenging activity in NPS with the IC50 value of 33.36 µg/mL 
using 2, 2-diphenyl-1-picrylhydrazyl (DPPH) assay. NPS comprises of moisture (72.44%), 
ash (1.04%), protein (7.04%), carbohydrate (19.48%), fat (0%), and energy level (106 
kcal). Glucose (0.3%) and fructose (1.8%) were detected using high-performance liquid 

chromatography. Maleic acid, cinnamic acid, 
chlorogenic acid, and kaempferol were the 
predominant compounds revealed by ultra-
high-performance liquid chromatography. 
Overall, NPS has the potential antioxidants 
sources with significant health benefits and 
values for commercialisation.

Keywords: Antioxidant, DPPH, nipa palm sap, 
proximate analysis, UHPLC 
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INTRODUCTION

From prehistoric time, global population relies primarily on traditional medicine like 
plants and animals to alleviate various ailments (Ekor, 2014). This approach persisted in 
Asia and America Latin populations because of their historical facts, cultural evidence, 
and beliefs (Ekor, 2014). The use of natural antioxidants from natural plants have gained 
considerable scientific interests because of their natural origin and lower detrimental side 
effects (Lourenço et al., 2019).

There is also increased consumption of exogenous antioxidants by the public, for 
example, ascorbic acid (i.e., Vitamin C), tocopherol-net (i.e., Vitamin E), carotenoids 
and polyphenols that are present in fruits, vegetables, cereals, beverages, and other food 
products. This is due to the belief that these products could support the antioxidative defence 
system (Lourenço et al., 2019).

Nipa palm (Nypa fruticans Wurmb.) is a palm species that can found at the coastlines 
and estuarine habitats distributed all over Malaysia. In Peninsular Malaysia, Kelantan is 
one of the states with broad coverage of nipa palm vegetation besides Perak, Selangor, 
and Terengganu (Hamdan et al., 2012). Hamdan et al. (2012) reported that nipa palm was 
grown and located in Kota Bharu and Tupat, Kelantan covering 204.575 ha of land area. 
The nipa palm contains the infructescence that can be tapped to yield abundant of sap called 
nipa palm sap (NPS) (Hafizi et al., 2018). Alternatively, NPS can be freshly consumed or 
fermented into wine (Phetrit et al., 2020).

Preliminary studies of NPS showed that it exhibits high phenolic and flavonoid 
content, as well as antioxidant activity (Hafizi et al., 2018; Phetrit et al., 2020; Sukairi et 
al., 2019). Based on the local’s belief, NPS has the medicinal potential to treat fever, gout, 
kidney stone and metabolic syndrome such as diabetes and hypertension (Mohd et al., 
2011; Sukairi et al., 2019). This drink is well-known among the elderly citizens of some 
countries such as Malaysia, Philippines, Indonesia, Thailand, Sri Lanka, and India, where 
they believed NPS could be as an energy booster, remedy for fever, helps in the digestion 
process and as a medication for certain chronic diseases (Tamunaidu et al., 2013, Yusoff 
et al., 2015; Hafizi et al., 2018; Phetrit et al., 2020). However, these postulations required 
further investigations.

Although NPS have shown good antioxidant activities with high concentration of 
phenolic and flavonoid contents, the study that reports on individual phenolic and flavonoid 
compounds in NPS remains unnoticed. The information of antioxidants compounds derived 
from NPS is essential to determine the quality of the sap and to explore the ability of its 
antioxidants compound to produce the therapeutic effect that leads to health improvements 
of local consumers in Malaysia. Hence, the present study aims to determine the antioxidant 
activity, proximate compositions, and individual antioxidant compounds of NPS produced 
in Kg Pulau Gajah, Kota Bharu, Kelantan.
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MATERIALS AND METHODS

Chemicals
All chemicals used in this study were purchased from the Sigma–Aldrich (Chemie, 
Steinheim, Germany), Merck (Darmstadt, Germany) and Nacalai-Tesque (Kyoto, Japan) 
manufacturers. All reagents were used as follows: 2,2-diphenyl-1-picrylhydrazyl (DPPH), 
ascorbic acid (99.93%, analytical grade), kaempferol (≥97%, HPLC grade), gallic acid 
(98%, analytical grade), coumaric acid (≥ 95%, HPLC grade), quercetin (≥ 95%, HPLC 
grade), caffeic acid (99%, HPLC grade), cinnamic acid (99%, analytical grade), chlorogenic 
acid (≥ 95%, HPLC grade), maleic acid (97%, analytical grade), protocatechuic acid (≥ 
98%, HPLC grade), vanillic acid (≥ 95%, analytical grade), rutin (≥9 %, HPLC grade), 
methanol (99%), distilled water, formic acid (85%, analytical grade), and acetonitrile 
(99%, HPLC grade) . 

Sample Collection
Fresh samples of NPS were obtained from Kampung Pulau Gajah, Kelantan, Malaysia in 
April 2019. The nipa palm with matured fruit was randomly selected to yield sap twice 
per day. The long stalks containing infructescence were cut and tapped carefully to yield 
the sap, with a sterile plastic bag being attached to the end of the stalk for sap collection.

After the collection process of approximately 5-6 hrs, the collected sap was immediately 
filtered, stored into 500 mL Schott bottle, and packed in boxes with ice. All samples were 
immediately transported back to the laboratory and kept at -20ºC for a few days before 
sample preparation. The species identity of the sample was verified by Dr. Shamsul Khamis, 
a plant biologist from Universiti Kebangsaan Malaysia (UKM). A Voucher Specimen of 
the sample (PIIUM 0314) was stored at the Herbarium (UKMB) Faculty of Science and 
Technology.

Sample Preparation

The collected sap was transferred into a labelled 500 mL round conical flask and incubated 
in -80°C freezer (SANYO ultra-low temperature freezer, model MDF-U53V) for deep 
freezing and then being transferred to freeze-dryer (CHRIST Christ, Beta 2-8 LDplus). The 
samples were freeze-dried for one week. The freeze-dried yield was 105.3 g/500mL of sap. 
The dried samples were then kept at 4°C for further experiments. The sample preparation 
steps were conducted carefully to preserve the amounts and activity of antioxidant 
compounds in the samples.

Determination of Antioxidant Capacities

DPPH Radical Scavenging Activity. In this study, the 2,2-diphenyl-1-picrylhydrazyl 
assay was modified from Prasad et al. (2013) and Yusoff et al. (2015) methods using 96 
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wells microplates. Briefly, 100 μL of DPPH (i.e., 0.5mM dissolve in methanol) was mixed 
with different sample concentrations (i.e., 1.95–62.5 μg/mL) in a 96-well plate. For the 
blank assay, DPPH solution was added with 100 μL of methanol. The prepared plate was 
immediately inserted into a spectrophotometer (SpectraMax Plus 384). The absorbance 
value at 517 nm was noted after 30 min incubation in the dark at room temperature. The 
ascorbic acid dissolved in distilled water was used as the standard. The change of colour 
of the DPPH solution from violet to pale yellow at λ=517 nm reveals the DPPH radical-
scavenging activity. The measurement was conducted in triplicates, and the percentage of 
DPPH inhibition (%) was obtained using the following Equation 1.

(% DPPH inhibition) = 		  [1]

Where Actr and As denote the absorbance of the control (blank) and sample or standard, 
respectively. IC50 values obtained from the graphical plot of percentage inhibition against 
concentration were used to determine the free radical scavenging activity of the sample.

Proximate Analysis 

The proximate composition of NPS includes moisture, ash, energy, protein, carbohydrate, 
and fat contents were measured using the standard protocols set by the Association of 
Official Analytical Chemists (2000). The Kjeldahl method was used to determine the protein 
content of the sample. Briefly, the percentage of nitrogen (% Nitrogen) was multiplied 
with the factor of 6.25 to obtain the percentage of protein (% Protein) in the samples. Total 
moisture in the sample was determined using oven drying method at 100°C for 3 hrs until 
the constant weight was obtained and ash content in the sample was determined by heating 
in the furnace at 550°C to constant mass. Fat was determined by Soxhlet extraction with 
petroleum ether as a solvent. The carbohydrate content (%) and energy value (kcal) were 
determined by calculation as follows, respectively.

Total Carbohydrate (%) = [100 − % Moisture - % Protein - % Fat - % Ash]  

Total energy = (% Protein × 4) + (% Fat × 9) + (% Carbohydrate × 4)          

Determination of Sugar Profiles

The sugar profile was determined according to the method of Association of Official 
Analytical Chemists (2000). Jasco high-performance liquid chromatography (HPLC) was 
used with a carbohydrate column (Prevail™ Carbohydrate ES, 250 x 4.6 mm, 5 µm size) 
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and an evaporative light scattering detector (ELSD). The working temperature was fixed at 
35°C. The acetonitrile solution and deionised H2O (83:17) were used as the mobile phase, 
with a flow rate of 1.0-1.3 mL/min and injection volume ranging from 10-20 µL. The total 
run time was 10 min. Before HPLC analysis, the solutions were filtered using a 0.45 µm 
syringe filter (nylon) to eliminate particulates.

The sugar standard consisting of D-glucose, D-fructose, sucrose, and maltose were 
diluted in acetonitrile and deionised H2O (1:1). The identification of sugar compounds was 
performed by comparing retention times with the standard. All the detection of samples 
and standards repeated in triplicate. The concentration of the sugar compounds, expressed 
in gram per 100 mL, was calculated by comparing their peak areas to a calibrated standard 
curve.

Identification and Quantification of Phenolic Compounds Using Ultra-High-
Performance Liquid Chromatography (UHPLC-MS/MS)

The chromatographic separation was performed using Agilent 1100 series HPLC system 
together with Sciex 3200 hybrid trap triple quad tandem mass spectrometer to identify 
phenolic compounds of NPS. The method used was conducted according to Kong et al. 
(2012) with a slight modification. Phenolic compounds were chromatographically separated 
using a column Phenomenex Synergy RP C18, 100A (100 mm x 3 uM x 2.0 mm) maintained 
at 40 °C. Twenty microliters of the sample were injected into the system and ran using 
a specific elution program. Briefly, 0.1 (% v/v) formic acid with water was used for the 
mobile phase A while 0.1 (% v/v) formic acid with acetonitrile was used for the mobile 
phase B. The flow rate was maintained at 0.6 mL/min. The mobile phase composition was 
modified following gradient solvent system: 0 min, 1% B; 0.5 min, 1% B; 16.00 min, 35% 
B; 18.00 min, 100% B; 20.00 min, 1% B. The total runtime was 54.5 min.

The standards used were kaempferol, gallic acid, coumaric acid, quercetin, caffeic 
acid, cinnamic acid, chlorogenic acid, and maleic acid. Each of the standard (0.01-10 ppm) 
and the sample were filtered through a 0.45 μm pore size membrane filter before injecting 
with the aliquots (20 μL).  

The phenolic compounds were identified by comparing the retention times with 
available standards, which is based on the bases of their peak areas and expressed in part 
per million (ppm). The analysis was carried out in triplicate determinations.

Statistical Analysis

The data were presented as mean±SD of three replicate and analysed by using Microsoft 
Excel 2016.
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RESULTS

Antioxidant Capacities

DPPH Radical Scavenging Activity. The DPPH radical scavenging activities obtained 
from the antioxidant activities of the NPS, and ascorbic acid are shown in Table 1, which 
corresponded to the three analytical replicates. DPPH radical scavenging activity of NPS 
and ascorbic acid increased with the increase in the concentration (Table 1). The IC50 value 
of NPS was 33.36±0.96 µg/mL. However, ascorbic acid showed the highest antioxidant 
activity with an IC50 value of 21.29±0.74 µg/mL. 

Table 1
Percentage of DPPH radical scavenging activity at different concentrations of Nipa palm sap

Concentration of 
sample (µg/mL)

Percentage of inhibition (%) IC50 (µg/mL)
Nipa palm sap* Ascorbic acid* Nipa palm sap* Ascorbic acid*

1.95 21.99±2.82 43.71±1.45 - -
3.9 24.5±3.57 45.01±0.54 - -
7.81 27.76±2.57 47.85±0.11 - -
15.63 40.41±0.48 51.43±1.62 - 21.29±0.74
31.25 50.87±0.67 52.39±1.41 - -
62.5 60.01±0.45 62.03±2.30 33.36±0.96 -

Note. All values are expressed as mean ± SD of triplicate measurement.

Table 2
Proximate compositions and sugar profile of nipa 
palm sap expressed in g/100mL

Composition Sap
Moisture 72.44±0.005
Ash 1.04±0.001
Energy (kcal) 106±0.094
Protein 7.04±0.001
Carbohydrate 19.48±0.024
Fat 0.00±0.00
Total Sugar 2.1±0.000
       Glucose 0.3±0.000
       Fructose 1.8±0.000
       Sucrose ND
       Maltose ND

Note. ND = non-detectable. Values are expressed as 
mean ± SD from three determinations.

Proximate Composition and Sugar Type

Proximate compositions of NPS are shown 
in Table 2. The compositional analysis of 
NPS indicated the contents of moisture, 
ash, protein, carbohydrate, and fat as 
72.44%, 1.04%, 7.04%, 19.48%, and 0%, 
respectively, with an energy value of 106 
kcal (Table 2). The type and concentration 
of sugar in NPS are also presented in (Table 
2). The sugar components of NPS consisted 
of glucose (0.3 g/100mL) and fructose (1.8 
g/100mL). The total concentration of sugar 
in nipa palm sap was 2.1 g/100mL.

Identification and Quantification of 
Phenolic Compounds
There are several phenolic and flavonoid compounds such as kaempferol, quercetin, gallic 
acid, cinnamic acid, caffeic acid, coumaric acid, maleic acid and chlorogenic acid that can 
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be found in NPS. The maleic acid, cinnamic acid, and chlorogenic acid were identified 
to be the major compounds present in NPS. Among the identified phenolic compounds, 
the content of maleic acid was the highest in NPS (0.0745±0.0096 ppm) while the lowest 
content was gallic acid (0.0093±0.0012 ppm) (Table 3). Following the phenolic compounds 
in NPS, cinnamic acid was identified as the second most abundant with 0.0741±0.0029 
ppm, followed by chlorogenic acid (0.0494±0.0001 ppm) and kaempferol (0.0407±0.0011 
ppm). The coumaric acid, quercetin and caffeic acid were detected in a minor amount 
(<0.03 ppm).

DISCUSSION

The moisture content value of NPS was 72.44% indicated that the NPS might has a shorter 
life span due to the growth of microorganisms that degrade the constituents and compounds 
(Olalude et al., 2015). Phetrit et al. (2020) reported that the NPS cultivated in southern 
parts of Thailand contained approximately 77.69% moisture, 95.92% of total sugar (dw), 
0.49% protein (dw), and 3.32% ash (dw). In contrast to the present study, the NPS collected 
from eastern parts of Malaysia had lower moisture (72.44%) and sugar contents (10.1% 
dw) but had higher protein (33.43% dw) and ash contents (4.95% dw). These discrepancies 
of the various chemical constituents may be related to harvest date, time, location, and 
year-to-year growing period (Sharp et al., 2014). Recent study conducted by Cavender et 
al. (2019) reported that harvested period had a greatly effect to influence the variations of 
sugar contents. 

The amount of protein content in NPS at 7.04% indicated that it could be used as a 
protein supplement for muscle development and maintaining human health (Wakili et al., 

Table 3
Phenolic and flavonoids compounds of nipa palm sap

Compounds Retention time (min) [M-H-]/ Fragment (m/z) Nipa palm sap (ppm)
Kaempferol 4.25 285/93 0.0407±0.0011
Quercetin 4.11 301/151 0.0251±0.0041
Gallic Acid 0.58 169/125.1 0.0093±0.0012
Cinnamic acid 1.64 147/103 0.0741±0.0029
Caffeic acid 1.74 179/135 0.0169±0.0008
Coumaric acid 2.8 163/119.1 0.0250±0.0026
Maleic acid 0.56 115/71 0.0745±0.0096
Chlorogenic acid 1.55 353/191 0.0494±0.0001
Protocatechuic acid - - ND
Vanillic acid - - ND
Rutin - - ND

Note. ND = Not detected
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2015). Likewise, the fat content was 0% and indicated that the NPS is a food source with 
a low cholesterol level (Olalude et al., 2015). Furthermore, the ash content was 1.04% and 
indicated that the NPS contains low mineral composition (Wakili et al., 2015). Besides that, 
the NPS can be classified as carbohydrate-rich juice due to its high carbohydrate content 
of 19.48%. The high carbohydrate contents of NPS indicated that it can be used as a good 
energy source for the body (Olalude et al., 2015) and is suitable to be processed as raw 
materials for the juice production.

Our findings from the standard antioxidant assay using the DPPH molecules showed 
that the NPS exhibited good antioxidant activity with the value of IC50 33.36 µg/mL, which 
is higher than those studies reported by Hafizi et al. (2018) and Sukairi et al. (2019). The 
antioxidant activity of the sap reported in this study was also higher than nipa palm of 
different plant structures/products, such as nipa palm fruits and nipa palm vinegar with 
the IC50 values of 7.78 mg/L and 36 µg/mL, respectively (Prasad et al., 2013; Yusoff et al., 
2015). According to Sowndhararajan and Kang (2013), a lower the IC50 value indicates 
the higher antioxidant activity.

Further investigation for this study was focused on the bioactive compounds present 
in NPS to understand the physiological functions in giving therapeutics effects due to the 
antioxidant potency. Based on the data presented in Table 3, it can be concluded that our 
results were corroborated with Prasad et al. (2013) that reported chlorogenic acid and 
kaempferol as among the major compounds found in the nipa palm fruit cultivated in the 
north part of Malaysia. In addition, cinnamic acid, quercetin, gallic acid were also detected 
in nipa palm fruit. 

However, Prasad et al. (2013) also reported that the nipa palm fruits comprised 
protocatechuic acid and rutin. In contrast, the protocatechuic acid and rutin compounds 
were not detected in the NPS extract in this study. Similarly, another study conducted by 
Pherit et al. (2020) has detected the presence of vanillic acid but not the rutin compound. 
In comparison with this study, neither of these two compounds were detected. Based on 
Ahmed et al. (2015), these contradictory results for phenolics and flavonoids might be due 
to the use of different extraction solvents as well as the distribution of both compounds 
varied and not consistent among different plant samples.

Previous studies reported that NPS have antidiabetic effects by inhibiting the α-amylase 
and α-glucosidase activities, the two key enzymes linked to type-2 diabetes (Hafizi et al., 
2018; Phetrit et al., 2020). Consistent with the literature, this research has discovered a 
high amount of phenolic compounds and flavonoids that may contribute to the biological 
and medicinal properties of the NPS. Several animal experiments and epidemiological 
studies have demonstrated that chlorogenic acid and kaempferol exerted antidiabetic 
activity by delaying carbohydrate digestion and glucose absorption in rats and may have 
antihypertensive effects in human (Al-Numair et al., 2015; Zhao et al., 2012).
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 In a biological system, the phenolic and flavonoid compounds act as free radical-
trapping agents with antioxidant, antimicrobial and antifungal activities (Lourenço et al., 
2019). In vivo studies indicated that phytonutrients such as chlorogenic acid and kaempferol 
might be vital in protecting the biological systems from oxidative stress (Al-Numair et al., 
2015; Zhao et al., 2012). Therefore, the beneficial effects of bioactive compounds present in 
the NPS may possess antioxidant activity gives protective elements from chronic diseases.

The NPS consumption has been attributed to the ability to promote good health and 
provide some degree of protection towards chronic diseases due to different bioactive 
compounds. The findings of this study will lead to the following research, which is a 
community trial study to investigate the potential of NPS as a health supplement in 
improving health status. Thus, these data play a vital role and will be part of the larger 
study in future that could be commercialised as a healthy drink.  

CONCLUSION

In conclusion, the NPS showed a good antioxidant activity with a recorded IC50 value of 

33.36 µg/mL. The proximate compositions of NPS indicated that moisture, ash, protein, 
carbohydrate, fat, and energy were presented at 72.44%, 1.04%, 7.04%, 19.48%, 0%, and 
106 kcal, respectively. In addition, the NPS comprised of two types of sugars, which is 
fructose (0.3g/100mL) and sucrose (1.8g/100mL). Besides that, maleic acid, cinnamic acid, 
chlorogenic acid and kaempferol were significant antioxidant compounds present in the 
NPS. It can be postulated that the antioxidant compounds found in the NPS can combat 
the free radicals in our body system and have great potential to be commercialised as a 
healthy drink with scientific evidence and validation. 
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ABSTRACT

The use of live animal to blood feeding mosquito colony is proven to be expensive and 
inconvenient. As an alternative, artificial feeding (AF) is used to rear mosquito colony. 
The use of synthetic membrane in AF provided a more convenient method as compared 
to natural membrane which require extensive preparation. In this study, three synthetic 
membranes were compared (Parafilm-M, Polytetrafluoroethylene tape or PTFE tape and 
collagen sausage casing) to blood feeding Aedes aegypti. The membranes were incorporated 
with our in-house developed device named as Digital Thermo Mosquito Blood Feeder 

(DITMOF) to heat cattle blood for mosquito 
feeding. Results showed that PTFE tape 
recorded the highest blood feeding rate 
(95.00% ± 1.67%) with significant mean 
difference (p <0.001) as compared to both 
Parafilm-M (72.00% ± 2.60%) and collagen 
sausage casing (71.50% ± 3.50%). However, 
there was no difference in term of fecundity 
for mosquito feed with all three membranes 
tested (p=0.292). In conclusion, PTFE tape 
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should be considered as the preferred membrane to blood feeding Ae. aegypti.  Furthermore, 
this artificial blood feeding system, DITMOF successfully feed Ae. aegypti conveniently 
and effectively, thus should be further tested to feed other mosquito species.      

Keywords: Aedes aegypti, artificial feeding, blood feeding device, collagen sausage casing, DITMOF, 
Parafilm-M, PTFE tape, synthetic membrane

INTRODUCTION

Mosquito colony in the laboratory is essential for the study of vector‑parasite interactions, 
insecticide susceptibility, mosquito behaviour, attractant or repellent cues and others.  
Generally, live animals such as rat, mice and guinea pig or even human volunteer are 
utilized to blood feed the mosquito colony (Ross et al., 2019). This technique known as 
direct feeding (DF) has certain advantages such as mosquito blood feeding response that is 
based on natural signals (WHO, 1995). However, rearing mosquito with this technique has 
been proven to be costly, inconvenient, and ethically questionable (Nasirian & Ladonni, 
2006). Besides, the use of laboratory animals without any quality-assured care and treatment 
may affect the experimental results (Baumans et al., 1993). Systematic allergic reactions 
among these animals to mosquito saliva were also reported (Peng et al., 2004). As a result, 
an alternative mosquito blood feeding technique with no dependency on live animal is 
needed to overcome these problems. 

Artificial blood feeding (AF) is a technique whereby mosquito can be fed using the 
combination of blood feeder device and animal blood or blood meal substitutes (BMS) for 
eggs development. The first AF device was developed in 1900’s (Wade, 1976). In 2000’s, 
many blood feeder devices invented had utilized or modified the water bath to heat the 
blood to achieve the range of human body temperature (Klun et al., 2005). Besides the 
water bath, several other different heating elements used were ceramic heating element 
(Deng et al., 2012), preheated glycerol (Costa-da-Silva et al., 2013), preheated metal plate 
(Gunathilaka et al., 2017) and preheated water (Siria et al., 2018). Commercialized blood 
feeder is also available such as Hemotek membrane feeding system (Hemotek, Accrington, 
United Kingdom). This system uses its own heating element and can feed up to six cages 
simultaneously. However, due to the demand in mosquito research and control, an advanced 
blood feeder equipped with modern technology such as microprocessor and sensor with 
features like automated temperature regulation, feeding time and effective membrane are 
needed to reduce the labour, operating costs and improve the efficacy of mosquito rearing 
(Romano et al., 2018).

The use of membrane in AF is to provide a skin-like surface for female mosquitoes to 
land before using its proboscis to penetrate the membrane for blood meal. Generally, two 
types of membranes used in AF are natural and synthetic membranes. In previous studies, 
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natural membranes such as mouse skin and quail skin were used (Novak et al., 1991). 
However, the disadvantages of these natural membranes are shorter shelf-life and require 
longer preparation as compared to easily available synthetic membrane. For synthetic 
membrane in AF, the Parafilm-M was the most widely used (Gunathilaka et al., 2017). 
Other popular synthetic membranes such as collagen sausage casing (Luo, 2014), latex 
condom (Novak et al., 1991) and recently, the polytetrafluoroethylene (PTFE) tape or 
plumber’s tape (Siria et al., 2018) were also tested to explore the best effective membrane 
to feed mosquitoes. Nonetheless, only few studies that specifically compared blood feeding 
efficacy among these synthetic membranes (Deng et al., 2012; Luo, 2014). 

For AF, the most common type of blood used is bovine or cattle (Finlayson et al., 2015). 
Gunathilaka et al. (2017) reported that there were no significant differences between Ae. 
aegypti mosquitoes fed with bovine and human blood in terms of fecundity, oviposition 
rate, and fertility. Another alternative blood source is rabbit blood. However, not all animal 
blood is suitable for mosquito blood feeding for instance sheep blood, whereby lower 
feeding rate was observed (Paris et al., 2018). Nonetheless, with the development of blood 
meal substitute (BMS) product such as SkitoSnack (Gonzales et al., 2018), the dependency 
on animal’s blood could be reduced and AF efficiency would be improved. However, this 
BMS has not been used extensively as the commercial BMS is not yet available.

Previous studies by Deng et al. (2012) and Pothikasikorn et al. (2010) that compared 
AF with DF technique found that there was no significant difference in terms of fecundity, 
survival rate, hatchability, and adult mosquito development to development between these 
two-feeding techniques. Mosquito attraction to host cues and feeding ability on human 
were also not affected even after AF was performed for eight generations (Ross et al., 
2019). Many other studies conducted also utilized mosquitoes that was reared artificially 
(Paris et al., 2018).

Recently, new mosquito control techniques such as Sterile Insect Technique (SIT) and 
Incompatible Insect Technique (IIT) that require the release of large number of mosquitoes 
to suppress the wild strain mosquito populations which could effectively carry dengue 
viruses (Zhang et al., 2017). These SIT or IIT mosquitoes are usually produced in the 
mosquito mass rearing facilities whereby millions of mosquitoes are reared. Therefore, 
these rearing facilities need modern and effective rearing equipment to rear the large-scale 
mosquitoes efficiently. Nevertheless, only a few new equipment that have been proposed 
for the use in the mosquito mass rearing facilities (Balestrino et al., 2012). This leads to our 
invention of DITMOF which is foreseen to have large potential to support such purpose. 
Nonetheless, this device requires the incorporation of suitable synthetic membrane for 
mosquito blood feeding. Thus, in this study, we aimed to compare the effectiveness of three 
types of synthetic membranes heated using DITMOF for blood feeding of Ae. aegypti.  It 
is hoped that findings of this study will help to indicate the effective membrane for Ae. 
aegypti AF and overall improve the mosquito rearing efficiency in the laboratories.  
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MATERIALS AND METHODS

Ethics Statement

Neither humans nor laboratory animals were involved in this study. The procedure of 
using cattle blood to blood feeding Ae. aegypti colony was approved by Animal Ethic 
Committee, National University of Malaysia with UKMAEC approval number: PARST/
PP/2017/AISHAH/22-NOV./885-NOV.-2017-MAC.-2019-AR-CAT2 on 22nd November 
2017. The permission to perform this study was granted by Medical Research Committee, 
Faculty of Medicine, National University of Malaysia with project code number: FF-2017-
492 on 21st December 2017. 

Mosquitoes and Eggs
Laboratory strain of Ae. aegypti eggs batch F1071 was obtained from the Institute for 
Medical Research (IMR), Ministry of Health, Malaysia. Aedes aegypti eggs were soaked 
in dechlorinated water to induce hatching and larvae were fed with both TetraMin fish 
food and beef liver powder at 1:1 ratio. The rearing water was replaced daily to prevent 
any scum formation on the water surface. Pupae were transferred to rearing cage for adult 
emergence and adults were fed with 10% sugar solution with added 1% Vitamin B complex. 
Both female and male Ae. aegypti mosquitoes were left for 3-5 days in adult rearing cage 
at 1:1 ratio to ensure mosquito mating. The insectary temperature was maintained at 25 ± 
3ºC, 80% ± 10% humidity with natural photoperiod.  

Type of Blood and DITMOF Device
Cattle blood used in this study was obtained from the Jasin Abattoir Complex, Department 
of Veterinary Services, Melaka, Malaysia. The blood was mixed with anticoagulant CPDA-
1 at 1:7 ratio (anticoagulant: blood ratio) and was put inside a cooler box with ice packs 
for transportation before being stored in a chiller at 1 to 6ºC. This chilled citrated cattle 
blood could be used for a maximum 35 days (Rudmann, 2005).

The in-house developed automated mosquito blood feeder, Digital Thermo Mosquito 
Blood Feeder, or DITMOF (patent pending) was used to heat the cattle blood to be used in 
the AF of Ae. aegypti. DITMOF device is consisted of a digital thermo controller (Shinko 
BCS1), K thermocouple sensor (VITAR standard thermocouple sensor PS-C-1M), stainless 
steel casing (128 mm x 128 mm x 198 mm), strip heater (VITAR LBAA26 240V/450W), 
power plug (UK 13A), blood feeder reservoir (55 mm diameter, 5 mm depth) and external 
digital thermometer. 

Membrane Test and Blood Feeding Rate

Three types of membranes that were selected for evaluation were Parafilm-M (10.2 cm x 
38.1 m, Bemis, USA), Polytetrafluoroethylene (PTFE) tape or plumber’s tape (RS PRO 
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White, 12 mm × 12 m × 0.075 mm, Malaysia) and collagen sausage casing (32 mm, 
The SausageMaker Inc, Buffalo New York, USA). On the day of blood feeding, all three 
membranes were cut in 9 cm in length and subsequently, each membrane was attached on 
top of the blood feeder reservoir as shown in Figure 1. Excess membranes at the edge of 
the blood feeder reservoir were cut off. Stretched PTFE tape and Parafilm-M membranes 
were self-adhesive thus it can be attached directly on blood feeder reservoir on its own. 
To prevent Parafilm-M from snapping during blood feeding, it was carefully stretched 
uniformly and was measured not to exceed more than twice its original size. However, for 
collagen sausage casing it was boiled under pressure for three minutes, washed twice with 
tap water to remove any excess oil and the rubber band was used to attach the collagen 
sausage casing onto the blood feeder reservoir as shown in Figure 1c.

Next, 30 ml of chilled blood in three separate universal bottles (10 ml each) were 
preheated at 40ºC in warm water for 5 minutes. Subsequently, for each blood feeder 
reservoir attached with Parafilm-M, PTFE tape and collagen sausage casing, 10 ml of 
preheated blood was transferred into each blood feeder reservoir. Next, to attach or secure 
the blood feeding reservoir to DITMOF heating surface, each blood feeding reservoir was 
wrapped with thin layer of Parafilm-M at the bottom. This thin Parafilm-M layer acted as 
a bonding substance between the blood feeder reservoir and DITMOF heating surface in 
which it will become sticky when the heat is applied. Constant heating during blood feeding 
ensures blood feeder reservoir to stick on DITMOF heating surface thus maintaining the 
desired blood temperature as has been set on the DITMOF digital controller. To ensure 
constant temperature of DITMOF heating surface during entire feeding time, 30-minute 
measurement of DITMOF’s heating surface using infrared thermometer yielded a constant 
temperature ranging ± 0.1°C after targeted temperature was achieved. However, based on 
three confirmatory testing at 0, 15 and 30 minutes for each membrane attached to blood 
feeder reservoir, different temperature range had to be set on DITMOF digital thermo 

(a) (b) (c)
Figure 1. Attachment of membrane to blood feeder reservoir a) Parafilm-M; b) PTFE tape; c) Collagen 
sausage casing. Rubber band was used to attach collagen sausage casing to blood feeder reservoir. 
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controller for each membrane. For PTFE tape and collagen sausage casing, temperature 
had to be set at 54ºC while for Parafilm-M it was set at 40ºC to ensure that the blood 
temperature in the blood feeder reservoir could be maintained at 35ºC - 37ºC range.  The 
mean temperature of blood in Parafilm-M was 36.2ºC, PTFE tape was 35.9ºC and collagen 
sausage casing was 35.9ºC (ANOVA, p= 0.121). It was presumed that different temperature 
settings between these membranes were due to the membrane ability to retain the heat. The 
DITMOF device and its vertical feeding position are shown in Figure 2.

The mosquitoes used in this test were 3-5 days old mated female Ae. aegypti which 
were previously starved for 24 hours prior to blood feeding (Siria et al., 2018). For each 
replicate, 20 mosquitoes were put inside the test cage (20 cm × 20 cm × 20 cm). The cage 
was put side-by-side to DITMOF position for blood feeding process as shown in Figure 
3. Total blood feeding time for each replicate was 30 minutes and black cloth was used 
to cover the test cage throughout the blood feeding period to minimize the interference. 
During the first one-minute of blood feeding, human breath was expelled near blood feeder 
reservoir to enhance the mosquito response. Number of mosquitoes landed on membrane 
after 1 ̶ minute human breath expelled was also recorded. At 15 minutes interval, fully 
engorged females were taken out and the remaining unfed mosquitoes were offered with 
blood feeding for another 15 minutes. After 30 minutes completed, total number of fully 
engorged females were calculated and analysed. Fully engorged mosquito was determined 
by visual inspection of fully distended or stretched mosquito abdomen (Ciota et al., 2011). 
Blood feeding rate was calculated as number of blood-fed females / numbers of mosquito 
tested × 100%. This method was repeated for all membranes type with 10 replicates 
performed for each membrane. The test was conducted at the same time during the day 
(1400 hours-1600 hours) for 10 consecutive days. 

Figure 2. Digital Thermo Mosquito Blood Feeder (DITMOF) in: (a) horizontal position; and (b) vertical 
position (feeding position)

(a) (b)

Digital thermo controller

DITMOF 
heating sruface

Power plug

K thermorcouple sensor
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reservoir
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Fecundity Rate

To measure fecundity, 10 mosquitoes three days post blood feeding were used for each 
replicate. Mosquitoes were put inside rearing cage where black paper cup containing 150 
ml dechlorinated adapted for oviposition was added. This black paper cup was added with 
cone-shape filter paper to provide suitable oviposition sites for Ae. aegypti. After 48 hours 
exposure, total eggs accumulated on filter paper were calculated using stereo microscope. 
10 replicates were performed for every membrane. Fecundity in this study was defined as 
total number of eggs collected per 10 mosquitoes.

Statistical Analysis

To evaluate the number of Ae. aegypti landed on blood feeder reservoir, blood feeding 
rate and fecundity using tested membranes, the parametric one-way analysis of variance 
(ANOVA) and Bonferroni post-hoc tests were used at significance level of p<0.05, given 
that the data collected was normally distributed. Data normality testing was performed using 
the Shapiro-Wilk and Kolmogorov-Smirnov test. All statistical analyses were completed 
using the SPSS version 24 from IBM.

RESULTS

In terms of the membrane preparation for the AF, both PTFE tape and Parafilm-M were 
easier to be handled as compared to the collagen sausage casing. The PTFE tape and 
Parafilm-M are self-adhesive especially when being stretched out and could be easily 
attached to the blood feeder reservoir. In contrast, the attachment of the collagen sausage 
casing was trickier as the use of the rubber band could cause damage onto the collagen 
sausage casing and it could also be easily slipped out from the blood feeder reservoir 

Figure 3.  Mosquito artificial blood feeding using DITMOF device: (a) DITMOF and test cage at side-by-side 
position; and (b) Ae. aegypti mosquitoes were having blood meal.

(a) (b)
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especially when it is wet. However, for all three membranes tested, no blood leakage was 
observed during the whole feeding period using DITMOF device. 

The number of mosquitoes landed on the blood feeder reservoir after 1 ̶ minute of 
feeding duration showed that the highest mean was recorded for PTFE tape at 15.20 ± 
0.39, followed by Parafilm-M at 14.30 ± 0.52 and collagen sausage casing at 13.9 ± 0.46. 
However, ANOVA analysis showed that there was no significant mean difference of number 
of landed mosquitoes among tested membrane with p value of 0.140.  For blood feeding 
performance, after the first 15-minutes of blood feeding completed, PTFE tape membrane 
recorded the highest Ae. aegypti blood feeding rate with 90.00% ± 2.47%, followed by 
Parafilm-M (56.00% ± 2.21%) and collagen sausage casing (54.50% ± 3.11%). Analysis 
of variance (ANOVA) with post-hoc Bonferroni test showed significant difference for the 
use of PTFE tape as compared to the Parafilm-M and collagen sausage casing with both 
p-values were <0.001. However, the difference between Parafilm-M and collagen sausage 
casing was not significant with a p-value of 1.000. Subsequently, after the full blood feeding 
test was completed in 30 minutes, the similar pattern was observed. The use of PTFE tape 
recorded the highest Ae. aegypti blood feeding rate with 95.00% ± 1.67%, followed by 
the Parafilm-M (72.00% ± 2.60%) and collagen sausage casing (71.50% ± 3.50%). Only 
PTFE tape membrane showed a significant difference as compared to both Parafilm-M 
and collagen sausage casing with p value of <0.001. The utilization of Parafilm-M and 
collagen sausage casing were not significantly different to each other with p-value of 
1.000. Comparison of the mean mosquito landed after 1 ̶ minute of blood feeding duration 
and the blood feeding rate at 15 ̶ and 30 ̶ minutes interval for three tested membranes are 
shown in Table 1.

For fecundity among mosquitoes that had been artificially fed using different type of 
membranes, the highest mean was recorded using Parafilm-M at 532.10 ± 22.67 followed 
by PTFE tape at 502.90 ± 19.00 and collagen sausage casing at 487.20 ± 18.25. However, 

Table 1
Comparison of the mean mosquito landed after 1 ̶ minute of blood feeding duration and the blood feeding 
rate at 15- and 30-minutes interval for three tested membranes

Membrane type Mean mosquitoes landed after 
1 minute (n=20) ± SEM Blood feeding duration Blood feeding rate (%) 

± SEM
Parafilm-M 14.30a ± 0.52 15 minutes 56.00a ± 2.21

30 minutes 72.00a ± 2.60
PTFE tape 15.20a ± 0.39 15 minutes 90.00b ± 2.47

30 minutes 95.00b± 1.67
Collagen sausage 
casing

13.90a ± 0.46 15 minutes
30 minutes

54.50a ± 3.11
71.50a ± 3.50

*Values with the same alphabet are not significantly difference at p level 0.05 while values with different 
alphabets are significantly different. 
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there was no significant mean difference among the three tested membranes as determined 
by one-way ANOVA (F (2,27) = 1.289, p=0.292). Figure 4 shows the fecundity of Ae. 
aegypti mosquitoes that were blood fed using the three tested membranes. 

DISCUSSION

Choosing the correct type of membrane is essential to develop a mosquito blood feeder 
that can feed the mosquitoes effectively. In this study, we found that the PTFE tape was the 
most effective synthetic membrane for Ae. aegypti blood feeding. As for the Parafilm-M 
and collagen sausage casing, acceptable feeding rates (>70%) were observed; with no 
significant difference seen between both membranes. These findings are in line with Luo 
(2014) who also compared the blood feeding rate of Ae. aegypti using the Parafilm-M and 
collagen sausage casing.

 There is a strong indication that membrane thickness could affect Ae. aegypti blood 
feeding ability (Luo, 2014). The thickness of PTFE tape used in this study was rated at 
0.075 mm while the Parafilm-M was thicker at 0.127 mm. The PTFE tape was stretched 
out for more than twice its size resulting in the final membrane thickness of less than 
0.038 mm. For Parafilm-M it was stretched out about twice its size resulting in the final 
membrane thickness approximately 0.064 mm. This step was performed carefully to prevent 
over-stretching of Parafilm-M. Over-stretched Parafilm-M could develop weak spot on its 
surface and increase the risk of rupture especially when heating. At 0.064 mm thickness, 
it was stretched far from its braking point at 0.025 mm (Luo, 2014). Additionally, other 
researcher that used Parafilm-M in AF also stretched about twice its original size (Nasirian 
& Ladonni, 2006).  As the boiled collagen sausage casing, the thickness was rated at 0.073 
± 0.004 mm (Luo, 2014). Collagen sausage casing could not be stretched-out; thus, it was 
categorized as the thickest membrane among the three. 

Figure 4. Fecundity of Ae. aegypti mosquitoes that had been artificially fed using three tested membranes
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It was also postulated that the membrane pore size influences the blood feeding efficacy 
of Ae. aegypti. Bigger pore sizes enhanced the mosquito proboscis penetration. The type of 
membrane used would also affect the on piercing and probing of mosquito blood feeding 
(Novak et al., 1991; Ross et al., 2019). Direct membrane pore measurement was not 
performed in this study. However, PTFE tape pore size was reported to have an average 
of 500 nm and this pore size may increase if the tape is stretched out (Van der Linden, 
1983). In contrast, the pore size of a similar non-stretchable collagen sausage casing has 
an average of 48.2 nm (Ledesma et al., 2015) while the Parafilm-M is a non-porous wax-
modified polyolefin film. 

The blood feeding rates for the 15-minute and 30-minute blood feeding were higher 
for the PTFE tape as compared to the Parafilm-M and collagen sausage casing. However, 
there was no significant mean difference of the number of mosquitoes landed on all three 
membranes at first minute of the blood feeding duration (p=0.140). These findings indicated 
that the attraction of mated female mosquitoes towards all membrane attached to blood 
feeder reservoirs were almost similar. Nonetheless, mosquito feed on PTFE tape membrane 
recorded a higher and significant blood feeding rate as compared to the others. 

Besides being more effective for Ae. aegypti blood feeding, the PTFE tape membrane 
is also more heat resistant, with the maximum operating temperature rated at 260ºC 
(RSPRO, 2020). For collagen sausage casing, the boiling of this synthetic membrane in 
water will not change its basic microstructure and thickness (Barbut, 2010). In contrast, 
the Parafilm-M becomes soft and sticky at 54ºC and completely melt at 100ºC (AMCOR, 
2019). When the heat was used to warm the blood, the Parafilm-M membrane is more prone 
to disintegrate and cause the blood leakage especially if it was used for a longer period. In 
these circumstances, the PTFE tape and collagen sausage casing are more suitable to be 
used as the blood feeding membrane in AF. 

In term of fecundity, there was no significant mean difference of eggs produced among 
all the tested membranes although the slightly higher mean was seen using Parafilm-M. 
The use of the same cattle blood source as a standard blood for mosquito feeding in this 
study could contributed to these non-significant differences. There were reports indicate 
that different blood types using in AF could have effects on fecundity. For example, 
Gunathilaka et al. (2017) reported that there was higher and significant mean difference of 
Ae. aegypti that were feed using bovine blood compared to chicken blood. However, our 
study shows that the use three different synthetic membranes tested have minimal effect 
to mosquito fecundity.  

 Ae. aegypti mosquitoes used in the testing has successfully been maintained for 
one year and a half using DITMOF and Parafilm-M membrane combination. Thus, it is 
suggested that DITMOF as a proven blood feeder device for rearing Ae. aegypti mosquito. 
The use of DITMOF device in the AF provided a more convenient blood feeding process 
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where constant and precise blood temperature was achieved. In comparison, several other 
blood feeder devices that are using preheated medium such as glycerol, metal plate or water, 
require continuous monitoring to maintain a precise and constant feeding temperature 
(Costa-da-Silva et al., 2013; Gunathilaka et al., 2017; Siria et al., 2018). Furthermore, 
feeding process using DITMOF does not require modification to the adult cage due to the 
ready-to-use design and additional feature such as adjustable feeding temperature which 
could provide a better temperature option for users.  

Moreover, up to four blood feeder reservoirs can be attached to DITMOF heating 
surface at one feeding session to feed many mosquitoes. The DITMOF side-by-side feeding 
position also minimizes the risk of membrane rupture where less weight and pressure were 
put on a fragile membrane. This side-by-side feeding setting also ensures that the mosquito 
blood feeding could be performed in a nose-up vertical position instead of traditional 
upside-down horizontal position. This nose-up vertical feeding position allows a more 
normal flow of blood to be achieved and for Aedes albopictus species, an increase of 46% 
blood feeding rate was reported (Lyski et al., 2011). Additionally, mosquito with a heavy 
abdomen inclines to maintain in nose-up vertical position, thus blood meal offered in upside-
down feeding position in most traditional blood feeder device, are less favourable for the 
blood meal consumption (Bender & Frye, 2009). However, further comparison and tests 
with current commercial blood feeder should be performed to confirm these advantages 
in rearing the mosquito colony.	

CONCLUSION

In this study, the use of PTFE tape as membrane indicated superior blood feeding 
performance for Ae. aegypti mosquitoes as compared to the Parafilm-M and collagen 
sausage casing. This membrane should be the preferred synthetic membrane in the AF to 
feed Ae. aegypti mosquitoes.  In combination with the effective membrane, the in-house 
developed automated mosquito blood feeder, DITMOF shows great a potential to be used 
as a mosquito blood feeder in mass rearing mosquito facilities or small laboratories. Further 
testing to feed other mosquito species should be conducted using this device. It is hoped 
that the findings and invention from this current study will help in the enhancement of 
mosquito production and facilitate the mosquito research and control programmes. 
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wave patterns in the waters of Kalianget-
Kangean and its surroundings. The data 
used was obtained from the Meteorology, 
Climatology and Geophysics Agency. The 
results show wind and wave characteristics 
with two peaks formed regularly between 
2008-2017, marking the west and east 
monsoons. In addition, the wind speed 
and wave height were generally below the 
danger threshold, ie <10 knots and <2 m, 
respectively. However, there are exceptions 
in the west season, especially at the peak in 
January, where the forces are strengthened 
with a steady blowing direction. The 

ABSTRACT

The wind and wave conditions in the waters of the Kalianget-Kangean cruise route in 
the west season are relatively high so that these winds and waves can have a dangerous 
impact on that cruise route. The aim of this research was to analyze the characteristics of 
wind speed and wave height over a 10 year period (2008-2017), as well as to evaluate the 
weekly patterns for three months (December 2017-February 2018). These time stamps 
represent the west season in waters at Kalianget-Kangean route, and to identify the impact 
of winds and wave on this path. The method used in this research is descriptive statistical 
analysis to obtain the mean and maximum values ​​of wind speed and wave height. Wind 
and wave patterns were analyzed by WRPlot and continued with mapping of wind and 
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maximum wind speed reaches and wave height reaches 29 knots and 6.7 m, respectively. 
The weekly conditions for both parameters from December 2017 to February 2018 were 
relatively safe, for sailing. Moreover, January 23-29, 2018 featured extreme conditions 
estimated as dangerous for cruise due to the respective maximum values of 25 knots and 
3.8 m recorded. The channel is comparably safe, except during the western season time in 
December, January, February, characterized by wind speeds and wave height exceeding 
21 knots and 2.5 m, correspondingly.

Keywords: Cruise security, wave height, west monsoon, wind speed

INTRODUCTION

Indonesia’s geographical condition comprises thousands of islands, with the sea serving 
as a noticeable connecting factor. This makes sea transportation, especially inter-island 
crossings an important aspect in marine resource utility and is expected to drive the wheels 
of the archipelago’s maritime development. Moreover, some of the essential considerations 
in crossings between islands or countries include the weather-oceanography factors, 
particularly in the form of wind, current and wave conditions. Also, it is important to 
assess the physical characteristics of sea surfaces, to provide a safe and comfortable cruise 
database, especially in busy regular channels (Aji, 2015). This evaluation is required due 
to the increasingly intensive global climate change, as observed with the relatively erratic 
weather conditions in Indonesia. Furthermore, the volatility has some negative impacts, 
including rainy seasons with rainfall above normal; the emergence of strong winds with the 
potential to become whirlwinds, accompanied by heavy rain and lightning; and high sea 
waves. These undesirable effects have been observed in Sumenep Regency, in the district 
at the eastern tip of Madura Island, featuring a rainy season extending from January 2008. 

In addition, the wave height in the west season could be between 2 – 4.5 meters 
(Nugraha et al., 2013). Based on estimates from the Class II Maritime Meteorological 
Station of Tanjung Perak Surabaya, the wave height in Kangean waters and its surroundings 
was in the range of 1 meter to 2.25 meters on Friday (1/3/2020) and 1.5 meters to 3.5 meters 
on Saturday (1/3/2020) so that KMP Dharma Bahari Sumekar I belonging to PT Sumekar, 
which was scheduled to sail from Kalianget Port to Kangean Island, Sumenep, Madura, 
East Java, would not operate due to bad weather (Slamet, 2020).

Moreover, Madura waters as a part of the Java Sea Oceanic region are on an ideal path 
for the ongoing monsoonal processes, known to influence the weather conditions. The west 
season is monsoonally attributed as the period with the strongest winds. 

Conversely, Kangean Island is a great tourist location with coral reefs and natural 
conditions considered as good (Arisandi et al., 2018). The ​​coral reef area expanding up to 
41,849 hectares, with details in the Sapeken District and Sepanjang Island reaching 30,786 
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and 11,063.7 hectares, respectively, while the ​​mangroves cover about 4,227.8 hectares 
(Muhsoni, 2015).  

Previous study has also shown the high suitability of Kangean island for nautical 
tourism (Rini et al., 2015). Therefore, it is important to have in-depth knowledge of the 
weather and climate conditions, being an intrinsic component of the vacation experience, 
and is required to further motivate tourists (Scotta & Lemieux, 2010). The wind is one of 
the most important climate parameters, known to provide comfort and capable of generating 
harmful waves to visitors and the environment. The beaufort wind scale is frequently used 
as an indicator standard to assess wind and waves (Sandino et al., 2016). 

Moreover, this cruise route is important for the movement of the economic wheels of 
the two regions. Therefore, delays in shipping can affect the socio-economic life of the 
local community. For the local community, marine resources in the Kangean Sumenep 
archipelago are a good asset to develop (Faqih, 2014).

Therefore, the objectives of this research were to analyze the wind and wave 
characteristics over 10 years (2008-2017), patterns for 3 months (December 2017-February 
2018) as a representation of the west season and identify dangerous forms in this route.

MATERIALS AND METHODS
The data used in this study include 2 periods, a long period and a short period. Long 
period data is from 2008 - 2017 to elaborate seasons that have high waves and wind speeds 
that have the potential to endanger the Kalianget-Kangean route. Short period data was 
obtained for 3 months, December 2017-February 2018 as representative of the western 
season which during the 10-year period was the most dangerous season and at the same 
time became the up-to-date period when this research was conducted. From these data, 
statistical data processing is carried out in the form of determining the average wind speed 
and wave height and their maximum value. The minimum value is not used because the 
hazard aspect only refers to the maximum value. 

The materials needed in this research include oceanographic data obtained from the 
Meteorology Climatology and Geophysics Agency (Badan Meteorologi, Klimatologi, dan 
Geofisika, 2019). These comprised of information on wind, and waves from January 2008 
to February 2018. Furthermore, data processing was performed with various software to 
create a vectorial map of the research position, and Table 1 shows the visual display of 
descriptive statistics used.

The wind and current data were downloaded from the Windwaves-05 software.  The 
Windwave 05 software developed by Badan Meteorologi, Klimatologi, dan Geofisika 
(BMKG), where data were taken from the World Meteorological Organization, and 
consequently processed with MS Excel to obtain a visual display of descriptive statistics. 
In addition, the wind and wave rose diagrams were obtained using WRPlot®, while wind 
and wave map layouts were processed with generic mapping tools (GMT).
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Figure 1 shows the research sites situated at part of the Java Sea, and it has a 
geographical extent of latitude   6° 82’49”- 7°18’30” S and longitude 113° 95’ 17”- 115° 
30’34 “ E. 

Figure 1. Research location in the Kalianget-Kangean cruise channel

Table 1 
Software and usability as a research tool

Software Function
Google Earth Make research position
Matlab Processing data, making charts and rose diagrams
GMT Make outputs of wind and wave maps
Microsoft excel Data processing and making chart of descriptive statistical
WRPlot Processing of wind and wave roses
Windwave-05 Marine meteorological information 

The safety of ferry cruise on the Kalianget-Bawean channel is evaluated at the Badan 
Meteorologi, Klimatologi, dan Geofisika (2019) by analyzing the weekly wind and wave 
data. This was performed every 6 hours daily, at 00:00, 06:00, 12:00, 18:00 from December 
2017, January, and February 2018. The outcome is then processed with Matlab, and further 
by MS Excel to create a visual display. Subsequently, the information obtained is processed 
using GMT to create a map layout, to help predict the cruise’s safety. 
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Table 2 shows the comparison of wind speed and wave height results of the subsequent 
data analysis against wind and wave risk matrix for cruise safety (Badan Meteorologi, 
Klimatologi, dan Geofisika, 2018). This assessment is issued by BMKG, with the following 
conditions stipulated for ferries:

 
Table 2  
Wind and wave risk matrix for cruise safety

Level of Risks Ferry Cruise
Very Safe (VS) Wind

Wave
< 11 Knot
< 1.25 m

Safe (S) Wind
Wave

11 – 15 Knot
1.25 – 2.0 m

Less Dangerous (LD) Wind
Wave

15 -21 Knot
2.0 – 2.5 m

Dangerous (D) Wind
Wave

 >21 Knot
>2.5 m

Sources. Badan Meteorologi, Klimatologi, dan Geofisika (2018)

RESULTS AND DISCUSSION

Wind Characteristics 2008-2017

Figure 2 shows the results of 10-year wind patterns (2008-2017) analysis, which indicates 
the fluctuations of average speed between two peaks and two valleys. This phenomenon 
signifies the occurrence of an increase during the main season: west and east spaced by 
the transition period indicated by the valleys between. Furthermore, the average seasonal 
wind speed denotes slightly higher winds in the east season (June-September) compared 
to the west (December-March).

The average of <15 knots is considered a safe cruise status throughout the season. 
However, it is important to prioritize vigilance at the possibility of maximum values 
measuring nearly 30 knots, which is frequently observed in January through February. 
Furthermore, a sharp decline to below 20 knots is observed in March and is followed 
by a steady decrease between April-May. The wind speed tends to increase again at the 
inception of the east season in May, and peaks in August at >21 knots. This is considered 
a “dangerous” status for ferry before a subsequent decline to touch the nadir at the end of a 
Transition Season (November). Therefore, another rise is detected in December, indicating 
the inception of western season.

The wind pattern analysis in the west season during the strongest speed period in 
2008-2017 shows a steady blow from the west. This dominates nearly 40% of the event 
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frequency at the inception in December, followed by the 20% contributed by northwest 
wind. The rest sources blow from all directions at <10%. The dominant wind (38%) blows 
at 4-8 knots during December, followed by 2-4 knots (33.4%). In addition, the maximum 
speed recorded was at 20-24 knots, despite the very small frequency (0.5%) (Figure 3: 
Dec). The peak is reached a month later and is indicated by the strengthened stability of 
the western wind, as shown in Figure 3. Moreover, January is characterized by ~65% with 
a maximum of 28-32 knots (0.4%), although the dominant wind blows at speeds of 8-12 
knots (23.4%) and 5-8 knots (22.3%). The west season subsequently weakened in February 
after attaining the peak, despite the persistence of the dominant source from the west. The 
value at this point was <50%, with a top speed of 24-26 knots (1.7%), although 4-8 knots 
(29.4%) was dominant (Figure 3: Feb).

Wave Characteristics of 2008-2017

The wave pattern was like the wind between 2008-2017, as evidenced by the two peaks 
observed, marking the highest values in the west and east season. Figure 4 shows the 
simultaneous presence of two valleys indicating low waves in the transition periods, 
observed at the beginning and end of each year. Moreover, the average wave height records 

Figure 2. Monthly fluctuations in wind speeds during 2008-2017 confirm the high wind speeds in the west 

and east monsoons, as well as the weakening wind speeds during the transition periods.
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all year round was generally below 2 m (except in July), and cruising along the Kalianget-
Kangean channel is considered safe from this perspective. However, the maximum wave 
height recorded confirms the presence of very significant waves in the west season, which 
peaked in January at 6.7 m. The highest values recorded in February was slightly reduced 
at 5 m. Prior to attaining the peak in January, the maximum height recorded in December 
was 3.90 m. Hence, there is a prohibition for Kalianget-Kangean route delivery in the west 
season because the greatest wave height value is >2.5 m.

Figure 3. Wind speed patterns during December-February representing the west season 2008-2017 which 
shows the steady wind from the west
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Figure 4. Monthly fluctuation in wave height during 2007-2018 confirms the increased wave height in the west 

and east seasons interspersed with low waves in the early and late year transition seasons

The transition season at the beginning of a year in March is marked by lower wave 
heights up to nadir 2.0 m observed in April. Furthermore, the values reported during the 
eastern season in May increased again and peaked in August, although a maximum of 4 m 
was attained. The results showed a subsequent decline to 2.1 m in November.

In addition, over 55% of the waves recorded in December were 1-2 m high, and Figure 
5 showed the highest value of 3-4 m 2.7%. The predominant movement ensues from the 
south (<50%) and northwest (>30%) at the end of the year (Figure 5: Dec). Despite the 
dominance of 1-2 m high waves, the frequency is slightly reduced (47.5%). This relatively 
lower value is accompanied by an increase in the highest attainable wave to 5-6 m (0.4%) 
and then 6-7 m (0.3%). The direction of flow is observed to be from the northwest (~45%). 
Despite the high level recorded from the south, the frequency was observed to be <25%, 
which is like the western waves. These conditions mark wave maturity in the west season, 
which peaks in January (Figure 5: Jan), followed by a weaker disposition in Feb, although 
the data obtained confirm the dominance of northwest waves (<40%). Furthermore, there 
was a subsequent decline in the maximum height to 4-5 m (3.9%), leading to an increase 
in the wave region of 1-2 m to 40.7%.
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Figure 5. Wave height patterns during December-February representing the west season for the period 2008-
2017. In general, the dominance of waves moves from the northwest

Wind Characteristics from December 2017 to January-February 20018

The weekly wind patterns at the peak of the west season from December 2017 to February 
26, 2018 were analyzed. Figure 6 indicates the occurrence of two peaks and two valleys on 
the chart for wind speed. The average velocity fluctuates with a pattern like the maximum 
wind speed, where the peak of 13 knots was reached during the first fluctuation on December 
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19-25, although a maximum of 22 knots was also recorded. Furthermore, speeds exceeding 
21 knots in this time are considered dangerous for cruise in the Kalianget-Kangean route.

The first peak is followed by more slower winds to attain an average and maximum 
speed of nadir of 4 m and 7 m respectively on January 2-8, 2018. In addition, these 
conditions are considered relatively safe. This is followed by further wind reinforcement 
to maximum values of up to 25 knots and are considered dangerous to sail on January 23-
29, 2018. In addition, these huge values > 20 knots were recorded for the next two weeks 
and was followed by a decline to 11 knots. Hence, the waters were reconsidered as safe 
for cruise activities.

Figure 6. Weekly fluctuations in wind speed during November 2017- February 2018 which represent the peak 
of the west season

The illustration of various wind conditions and the risk level at the Kalianget-Kangean 
cruise route was performed by extracting data pertaining to wind patterns on January 4 
at 12.00, January 15 at 18.00, January 17 at 17.00 and January 26, 2018 at 03.00. These 
were respectively shown in Figure 7a through to Figure 7d.

 Specifically, a maximum wind speed of 6-8 knots were recorded on January 4, 2018 
at 12.00, and the Kalianget waters alongside the surrounding areas of Kangean Island 
were assessed to be in a very safe and sailable condition (Figure 7a). Figure 7b shows a 
highest range of 10-15 knots on January 15 at 18:00, and the areas were considered safe 
for navigation. Figure 7c shows an increase to dangerous levels two days later at 17:00, 
in the Kalianget-Kangean cruise route to 15-20 knots. This phenomenon was observed 
particularly in the waters of Sapudi, Raas and Tanduk Islands, as well as around Kangean. 
Furthermore, all routes were classified as unsafe for navigation on January 26, 2018 at 
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03.00, due to the maximum speed values measured, which reached 20-25 knots, as shown 
in Figure 7d.

Wave Characteristics from December 2017 to February 2018

Similar to wind speed, Figure 8 showed the weekly fluctuations in wave height during the 
2018 west season, as indicated by two peaks and two valley wave. After the peaks were 
reached on December 6-11, with average and maximum wave heights of 0.61 m and 1.09 
m, respectively, there was a consequent elevation to values exceeding 2.5 m. 

Nugraha et al. (2013) also realized  that the wave height in the west season could 
be between 2 – 4.5 meters. This phenomenon was considered dangerous for cruise. 
Furthermore, 3.3 m was determined as the peak wave height between December 19-25, 
2017, while the average values were estimated to be in a safe cruise condition, at 1.8 m 
(<2 m). 

Subsequently, there was a decline in wave height, where the average and maximum 
values recorded on January 2-8, 2018 were below 1.5 m. Therefore, higher levels, 
respectively at 2.73 m and 3.84 m were observed on January 23-29, 2018, and further 
considered as dangerous for cruise. These values were above the 2.50 m threshold were 
maintained up to the period of 13-19 February 2018. Subsequently, weaker waves emerged 
to average and maximum values of 0.31 m and 0.70 m, respectively in February 20-26, 
2018.

The risk levels are illustrated in relation to the varying wave conditions on the 
Kalianget-Kangean route by assessing the patterns recorded on 2 January 2018 at 12.00, 
15 January 2018 at 21.00, 16 January 2018 at 21.00 and 25 January 2018 at 21.00. These 
were respectively shown in Figure 9a through to Figure 9d.

The waters at Kalianget and the Kangean archipelago, as well as the surroundings were 
in a very safe condition for navigation on January 2, 2018 at 12.00. This was due to the wave 
height of ~ 0.5 m measured, as observed in Figure 9a. In addition, the recording on January 
15, 2018 at 21:00 was determined to be harmless for cruise from Kalianget to Sapudi Island, 
at <2 m. However, there was an increase to dangerous level (2-2.5 m) on the consequent 
route to Kangean, as Figure 9b showed values > 2.5 m in the northern waters of this Island. 
The waves recorded appear weakened at 21.00 on the next day, as shown in Figure 9c. In 
addition, the conditions were assumed to be very safe for navigation from the waters of 
Kalianget to Raas Island. The area around Tanduk Island was considered dangerous for 
sailing, as well as in areas further east approaching Kangean Island. Moreover, there was 
a drop to <2 m at zones around the Kangean port and is further classified safe.  Figure 9d 
shows the situation from Kalianget harbor to Sapudi Island waters as very safe (<2 m) 
on January 25, 2018 at 21:00. However, dangerous levels reaching 2.5 m were observed 
towards eastern, and approaching the waters of Raas Island. In addition, heights > 2.5 m 
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were observed further east in the sea before the Kangean waters, which potentially reaches 
5 m, although the consequent approach towards the Kangean port showed another decline 
to <2 m.

The wind and wave conditions in waters between Kalianget and Kangean moved 
steadily from northwest-west. This condition reflects the strong influence of (western) 
season, particularly at study sites situated at parts of the Java Sea. In addition, the west 
monsoon is characterized by both resilient blows in the northwest-west direction, as well 
as strong winds and high waves, in contrast with the monsoon season, which features 
relatively weak and unstable airstreams. 

Wind-generated surface gravity waves occur everywhere in the oceans and play a 
primordial role in the oceans in the dynamics of the sea-land-atmosphere interface. In 
particular, sea surface wind waves fluctuate over a time span from a few seconds to several 
hours (Guillaume, et al. 2011). The waves are a combination of local sea-winds and large 
waves originating from a distant hurricane. Waves are most commonly caused by wind. 
Wind-driven waves, or surface waves, are created by the friction between wind and surface 
water. As wind blows across the surface of the ocean or a lake, the continual disturbance 
creates a wave crest (National Oceanic and Atmospheric Administration, 2021).

The size of the waves generated by the wind depends on the speed and duration of the 
wind, as well as the fetch which is the open water rapids where the wind blows. In addition, 
the depth of the sea also plays a role, because it is difficult to produce large waves in shallow 
waters. The invasion of the inter-tropical convergence zone (ITCZ) to the north or south 
due to the asymmetry of the continents of Eurasia and Australia caused a monsoon which 

Figure 8. Weekly wave height fluctuations during November 2017-February 2018 which represent the peak 
of the west season
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led to a wet (rainy) and dry (drought) period (Yamanaka, 2016). Monsoon, which is the 
‘Major Regime of Seasonal Wind Reversal,’ is influenced by countries in Southeast Asia, 
including Indonesia as a maritime continent (Khan, 2020). These results also demonstrate 
the tendency to cause elevation in the wave height of waters between Tanduk and Kangean 
Islands. Furthermore, this phenomenon is possible through the effect of bathymetry depth as 
well as the incidence of narrowing on the north-south side of waters investigated. The silting 
effects around Kalianget and Kangean seaports are debilitating. Hence, the surrounding 
wave conditions are considered relatively safe for cruise.

Therefore, changes in surface wind speed and wave height may dramatically affect 
coastal communities (Ranasinghe, 2016), as well as offshore operations (Bitner-Gregersen 
et al. 2018). 

CONCLUSIONS

The wind and wave characteristics between 2008 and 2017 generally form two peaks per 
annum and are known to mark the main seasons (west and east). Also, two valleys were 
observed in the middle, which further denotes the transition periods. The wind speed and 
wave height tend to generally occur below the danger threshold (<10 knots and <2 m). 
However, there are exceptions in the west season, especially in January, featuring significant 
peak values during periods of strengthened wind speed and wave height with a steady blow. 
The maximum levels recorded reached 29 knots and 6.7 m, respectively.

The weekly wind and wave conditions during December 2017 to February 2018 were 
relatively safe for sailing. Meanwhile, extreme conditions observed in January 23-29, 2018 
were characterized by a maximum value of 25 knots and 3.8 m, respectively, and further 
considered as dangerous.

The Kalianget-Kangean cruise channel is relatively safe, except in the time span of 
the west season, known to extend from December to February. This period features wind 
speeds exceeding 21 knots, with wave height reaching 2.5 m, and the route was therefore 
determined to be dangerous in the west season.
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coastal waters, while Prochlorococcus 
appeared to be more highly abundant 
in offshore waters. Furthermore, the 
percentage contribution of each population 
to total picophytoplankton also exhibited 
different spatial distribution patterns along 
a coastal-offshore gradient. The percentage 
contribution of Synechococcus was spatially 
constant throughout the study area, while 
the fraction contributed by picoeukaryotes 
showed a reduced contribution from 
coastal to offshore waters. In contrast, 
Prochlorococcus exhibited an increased 
proportion to total picophytoplankton across 

ABSTRACT

The distribution of picocyanobacteria from two genera, Synechococcus and Prochlorococcus, 
and picoeukaryotes in surface water (0.5 m) was investigated by flow cytometry in the 
southeastern coast of Peninsular Malaysia during the Southwest monsoon in August 
2014. During the cruise, Synechococcus cells were predominant throughout the study 
area, contributing as much as 50% to the total picophytoplankton population, whereas 
picoeukaryotes and Prochlorococcus constituted only 31% and 19% of the population, 
respectively. Spatially, Synechococcus and picoeukaryotes were more dominant in 
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a coastal-offshore gradient, suggesting the increasing importance of this population in 
offshore waters of the study area. As revealed by Canonical Correlation Analysis, the 
abundance of Synechococcus and picoeukaryotes increased significantly with reducing 
dissolved oxygen levels and pH, and with increasing total chlorophyll. In contrast, 
temperature was the only factor influencing the abundance of Prochlorococcus significantly 
increased with decreasing water temperature in the study area. Overall, results of the present 
study provide valuable information on the role of regional environmental factors in the 
distribution and dominance of picophytoplankton communities that are not only critical 
for the ocean productivity but also the impact on the carbon cycle in the study area.  

Keywords: Picoeukaryotes, picophytoplankton, Prochlorococcus, South China Sea, Synechococcus

INTRODUCTION

Picophytoplankton, generally known as phytoplankton with a diameter of less than 2 or 
3 μm, is the smallest phytoplankton class composed of both prokaryotes and eukaryotes. 
The eukaryotes (0.8–3 μm) are a taxonomically complex group comprising members 
of four algal phyla: The Chlorophyta, Haptophyta, Cryptophyta and Heterokontophyta 
(Vaulot et al., 2008). The prokaryotes are a member of the Cyanobacteria, class 
Cyanophyceae and order Synechococcales and are subdivided into the genera 
Prochlorococcus (∼0.6 µm) and Synechococcus (∼1 µm). Picophytoplankton has been 
described as the smallest known autotrophic species; it is of great significance and 
present in all oceanic provinces. They contribute up to 90% of chlorophyll present in 
particulate matter < 2.0 µm (Guiry & Guiry, 2016; Miyashita, 2015; Scanlan, 2012). 

Synechococcus distribution is ubiquitous from the open ocean to the coastal area in 
most of the world’s oceans (Gin et al., 2003; Li, 1998) while Prochlorococcus tends to be 
abundant in oligotrophic waters (Campbell et al., 1994; Partensky et al., 1999a; Partensky et 
al., 1999b). Although the abundance of Prochlorococcus generally exceeds Synechococcus 
in areas where they co-exist, there are several conditions that allow Synechococcus to 
thrive. These include regions that are permanently or seasonally enriched with nutrients 
(Partensky et al., 1999a). Meanwhile, Prochlorococcus thrives through the euphotic zone 
of tropical and subtropical oligotrophic oceans (Chisholm et al., 1988). This is due to traits 
that make them well-adapted to the oligotrophic environment (Biller et al., 2015) such as 
a small size that facilitates efficient nutrient and enhanced light absorption (Moore et al., 
1995). As a result, these traits enable Prochlorococcus to thrive at low light intensities 
(Moore et al., 1995) and in deeper waters (Zwirglmaier et al., 2008). On the other hand, 
autotrophic picoeukaryotes show enhanced abundance in coastal eutrophic waters, where 
they can surpass picocyanobacteria in terms of biomass (Pan et al., 2007). 
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Prokaryotic growth and distribution studies in most oceanic regions indicate that 
prokaryotes have a significant effect on carbon cycling processes, not only by assimilating 
photosynthetically derived organic matter  but also by serving as a major food resource 
for heterotrophic flagellates, ciliates (Gasol et al., 1997; Lønborg & Søndergaard, 2009). 
Several biotic and abiotic factors can interact to affect the picoplankton assemblage 
composition and cell abundances. Abiotic factors, known to drive bottom-up control 
include temperature, salinity, as well as availability of light and nutrient. Biotic factors 
attributed to top-down control, include predation by nano- and microzooplankton, as well 
as virioplankton lysis (Evans & Brussaard, 2012). 

Despite the growing knowledge of picophytoplankton, Prochlorococcus and 
Synechococcus and their co-occurrence in ocean and coastal waters, little is known about 
their abundance and distribution in Malaysian waters. The distribution of picophytoplankton 
in tropical water has been the subject of past research in the Philippines (Agawin et al., 
2003; Zhao et al., 2010), Vietnam, western South China Sea (Chen et al., 2009) and Nansha 
Island, South China Sea (Yang & Jiao, 2004). However, to date only data on the abundance 
of Prochlorococcus and Synechococcus in the Johor Strait, Malaysia is published (Gin et 
al., 2000; Gin et al., 2003). Latest reports on general phototrophic picoplankton studies 
are available, i.e., on the diel variation and distribution in mangrove areas of Melaka (Lee 
et al., 2006) and Klang estuary (Lee et al., 2013). Therefore, this is the first study on the 
distribution of Synechococcus, Prochlorococcus and picoeukaryotes, documented by using 
a flow cytometer, in the southeastern coast of Peninsular Malaysia. This aims to increase 
our understanding on the structures of phytoplankton assemblages in our areas. Direct 
analysis using flow cytometry provides information on the abundance and pigment content 
of the major photosynthetic picophytoplankton groups (Marie et al., 2005). 

MATERIALS AND METHODS

Field Sampling and Study Area

Field sampling was conducted in the southeastern coast of Peninsular Malaysia from 18th 
to 24th August 2014 on board UMT’s RV Discovery, covering an area from Pahang to Johor 
waters (1° 45’ - 4° 00’ N and 103° 30’ - 104° 44’ E) (Figure 1).  Samplings were performed 
at 18 stations along 6 coastal-offshore transects from depths between 10 m and 70 m. Each 
transect (denoted by numbers 1 to 6) consists of three to four measurement stations located 
between coastal (stations with letter “a”) and offshore waters (stations with letter “d”). 

At each station, hydrographical parameters of the surface water, such as temperature, 
salinity, pH, and dissolved oxygen (DO) were measured from vertical profile with a CTD 
(SBE 19 plus, Sea-Bird Electronic Inc., USA). This instrument was calibrated by the 
manufacturer before the cruise. A known volume of water samples (1 - 5 L depending on 
particle load) for chlorophyll (Chl) and picophytoplankton abundance were collected using a 
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water pump from approximately 0.5 m depth and transferred into a 10 L dark bottle.  Water 
samples were filtered onboard immediately after collection under low vacuum pressure 
(less than 0.5 atm). For the total chlorophyll (TChl) concentration, only one replication of 
water sample was collected at each station and samples were directly concentrated onto 
0.7-µm pore-size Whatman glass-fibre filters (GF/F).  For f﻿low cytometry counts, triplicate 
2 mL of water samples were collected with GF/D (2.7 µm) and fixed immediately with 
10% cold glutaraldehyde  (final concentration 1%). All samples were stored in the dark at 
-20°C  until analysis in the laboratory (Vaulot et al., 1989).

Laboratory Analysis of Chlorophyll Concentration and Flow Cytometry

Chlorophyll concentration was determined spectrophotometrically using a Shimadzu 
double beam Spectrophotometer (Agilent Technologies). The particulate matter retained 
on the filters was extracted in 90% acetone before being refrigerated at 4oC for 8 to 24 
hours. The chlorophyll absorbances were determined at 750 (background correction), 
664, 647 and 630 nm, with 1 cm quartz cuvette. To ensure accurate and consistent results, 
the spectrophotometer was programmed to take at least five repeated measurements of 
absorbance and averaged to a single value if the coefficient of variation (cv) was below 
50%.  Absorbances of each wavelength were referenced against a buffered 90% acetone 
blank which was inserted after every 4-5 samples. The trichromatic equations of Jeffrey 

Figure 1. Location of sampling stations in southeastern coast of Peninsular Malaysia
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and Humphrey (1975) were used to convert absorbances to concentrations of chlorophyll.  
Since this method may include contributions from other pigments (especially phaeophytin), 
the symbol TChl rather than Chl-a will be used hereafter to represent the chlorophyll 
concentration.

Cell abundance of Synechococcus, Prochlorococcus and picoeukaryotes were 
determined according to Liu et al. (2014) using a BD Accuri™ C6 flow cytometer (Ann 
Arbor, MI, USA) excited with blue (488 nm) and red (640 nm) emissions of argon lasers, 
and four fluorescent emission optical filters (FL1-FL4).  Prior to analysis, samples were 
thawed at room temperature and maintained on ice in a dark container until processing.  
Approximately 100 µL of sample was run under medium flow rate (35 μL min-1), with a 
threshold set at 800 for chlorophyll (FL3) axis. Forward scatter (FSC; indicative of the cell 
size and shape), side scatter (SSC; indicative of cell granularity), chlorophyll (Chl; >640 nm, 
FL3), phycocyanin (PC; 675 ±12.5 nm, FL4), and phycoerythrin (PE; 585 ± 20 nm, FL2) 
were recorded for each cell. Picophytoplankton groups were discriminated and specified 
according to their specific fluorescence properties, based on FL2 (orange fluorescence) vs. 
FL3 (red fluorescence) and side scatter vs. FL3 signatures (Liu et al., 2014). 

Data Analysis

Flow cytometric data were analyzed using the Flowjo software (Treestar, Inc., www.
flowjo.com). The Pearson correlation and Canonical Correlation Analysis (CCA) were 
used to determine the relationship between picophytoplankton groups (Synechococcus, 
Prochlorococcus and picoeukaryotes) and environmental factors (TChl, temperature, 
salinity, pH, and DO). Picophytoplankton abundances were log-transformed prior to CCA 
analysis. All statistical analyses were performed using R software version 3.6.0 (CCA and 
CCP packages; https://cran.r-project.org/web/packages/).  

RESULTS

Hydrographical Parameters

The data range of hydrographic and biogeochemical parameters (surface temperature, 
salinity, pH, DO, and TChl) during the study period are summarized in Table 1 while 
Figure 2 shows their spatial distributions.  In general, all the hydrographic parameters 
(temperature, salinity, pH, and DO) varied little from coastal to offshore waters 
(coefficient of variation, CV < 1.5 %) (Table 1). Sea surface temperature varied from 
28.47 to 29.65 oC with the mean of 29.01 ± 0.31 oC and no discernible spatial pattern was 
observed in the horizontal temperature gradient from coastal to offshore waters (Figure 
2A). The non-uniform spatial pattern of surface temperature could probably be due to 
diurnal warming as field observations at each station were made during different daylight 
hours. As can be seen in Figure 2A, the highest water temperature (~29.4°C) was found 
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at the coastal stations (stations 2a and 3a) and in the middle of the study area (station 4b) 
while the lowest temperature (~28.5oC) was mainly observed in offshore stations.  Isolated, 
small patches of colder waters were also observed at stations 1b and 4a. In general, the water 
column was almost isothermal (well-mixed) in coastal waters but showed strong thermal 
stratification, with mixed layer depth of more than 40 m in offshore waters (Figure 3A). 
The surface salinity for the entire dataset varied slightly, ranging from 32.34 to 33.11 
psu, with the mean value of 32.70 ± 0.22 psu. Spatially, high salinity values (> 33 psu) 
were observed in coastal waters distributed along the northern regions of the study area. 
Water masses of low salinity (~32.5 psu) flanked on either side by high-salinity waters 
were also observed in the central part of the study area (Figure 2B). High saline waters 
were mainly found at stations 2b and 3b, while low saline waters were found at station 
5b. Similar to the trend observed in temperature, the vertical salinity at near-shore stations 
was almost homogeneous (between 32.3 and 33.1 psu) through the whole water column 
but was well-stratified at offshore stations (Figure 3B). The effects of river discharge and 
tidal mixing are suggested to be the dominant factors influencing salinity distribution in 
the study area. Surface pH varied over a small range (8.08 - 8.22), averaging about 8.15 
± 0.04 (Table 1). The distribution of this parameter showed a clear spatial variability, 
with low pH water masses (~pH 8.1) mainly found along the coast and more alkaline 
waters (~ pH 8.2) at offshore stations (Figure 2C). Differently from pH, DO displayed 
patches of oxygen depletions (~5.7 mg L-1) at coastal stations (stations 4a and 5a) and 
maximum values (~ 6.0 mg L-1) in the middle parts of the study area (stations 4b and 
5b) and offshore stations (station 1d) (Figure 2D). Across the study area, measured DO 
values varied from a minimum of 5.74 to a maximum of 6.07 mg L-1 (5.95 ± 0.09). In 
general, total chlorophyll (TChl) concentrations showed a clear difference in values (CV 
= 64.1 %), with relatively clear waters and low concentrations (~0.2 mg m-3) at offshore 
stations and high values (~0.8 mg m-3) at coastal stations with the highest concentration of 
TChl (~1.0 mg L-1) was mainly found at station 3a (Figure 2E). The concentration of TChl 
for the entire data set varied widely from coastal to offshore stations, ranging from 0.17 
to 0.94 mg m-3 (mean 0.37 ± 0.24) (Table 1).

The results of correlation analysis using the Pearson correlation coefficient between 
environmental variables are illustrated in Table 2. Analysis of data showed that pH had a 
strong positive correlation with DO concentration (r=0.80; p<0.05). Correlation analysis 
also revealed that TChl concentration had a strong negative correlation with pH (r=-0.77; 
p<0.05) and DO (r=-0.71; p<0.05) but only a weak positive correlation with temperature 
(r=0.47; p<0.05). No significant relation (p>0.05) was observed between TChl and salinity. 
On the hand, a significant weak correlation (r=0.40; p<0.05) was also found between 
temperature and salinity.
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Parameter Temp (oC) Salinity (psu) pH DO (mg L-1) TChl 
(mg m-3)

Average 29.01 ± 0.31 32.70 ± 0.22 8.15 ± 0.04 5.95 ± 0.09 0.37 ± 0.24
Range 28.47 - 29.65 32.34 - 33.11 8.08 - 8.22 5.74 - 6.07 0.17 - 0.94

CV 1.10 % 0.70 % 0.50 % 1.50 % 64.10 %

Table 1
Average (mean ± standard deviation), range, and coefficient of variation (CV, %) values of surface temperature, 
salinity, pH, dissolved oxygen (DO) and total chlorophyll (TChl) concentration); of all stations during August 
2014 in the southeastern coast of Peninsular Malaysia

Figure 2. Spatial distributions of sea surface (A) temperature (oC), (B) salinity (psu), (C) pH, (D) dissolved 
oxygen (mg L-1), and (E) TChl (mg m-3) in the southeastern coast of Peninsular Malaysia
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Table 2
Pearson’s correlation coefficient (r) amongst physicochemical factors. Significant correlations (p < 0.05) are 
given in bold

Figure 3. Cross section of water (A) temperature (oC) and (B) salinity (psu) along a transect between stations 
3a and 3d. The water column was almost homogeneous at stations 3a and 3b but showed strong vertical 
stratification at stations 3c and 3d, with mixed layer depth of about 40 m

Variables Temperature Salinity pH DO

Temperature

Salinity -0.40
pH -0.22 0.12
DO -0.06 -0.03 0.80

TChl 0.47 -0.38 -0.77 -0.71

Picophytoplankton Distribution and Abundance

At all sampling stations, all picophytoplankton groups (i.e., Synechococcus, Prochlorococcus 
and picoeukaryotes) were identified according to their specific fluorescent properties and 
light scatter profiles. Overall, Synechococcus formed the dominant component of the 
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picophytoplankton populations, covering about 72% of the surface waters in the study 
area. This was followed by Picoeukaryotes (6%) while the remaining stations (22%) 
corresponded to the mixed picophytoplankton population. Although present at most stations, 
Prochlorococcus was not the dominant contributors (< 35%) to the picophytoplankton 
community at any station. 

Table 3 summarizes the data range of total picophytoplankton, and their respective 
groups and Figure 4 presents the spatial distribution of all picophytoplankton groups during 
the study period. As with TChl distribution, the population of total picophytoplankton 
displayed an obvious spatial distribution pattern (CV=41%), averaging about one order 
of magnitude higher in coastal waters than in more clear offshore waters. The surface 
abundance of total picophytoplankton was highly variable, ranging from 4.61 to 24.29 x104 
cells ml-1 (mean 14.61± 6.01), where the highest cell density was observed at station 5a and 
the lowest at station 1c. The most dominant picophytoplankton, Synechococcus, showed a 
high variability in density, with an average value of 7.36 ± 3.29 x104 cells ml-1, accounting 
for 50.3% of the total picophytoplankton abundance. The maximum Synechococcus 
abundance was primarily distributed along the coast and progressively decreased seaward, 
although relatively high densities (as high as ~8.0 x 104 cells ml-1) were observed to have 
spread far offshore and moved northeast in the direction of the prevailing wind (Figure 
4A). Along the coast, higher surface densities of Synechococcus were clearly apparent in 
the Pahang coastal waters, especially at stations 1b and 2a, than those observed in Johor 
waters. On the other hand, Prochlorococcus was poorly represented in density (<19% of 
total picophytoplankton), with an average value of 2.59 ± 1.42 x104 cells ml-1. In contrast 
to Synechococcus and picoeukaryotes, the Prochlorococcus population (Figure 4B) showed 
a patchy surface distribution pattern that did not vary spatially from coastal to offshore 
waters.  The highest density of Prochlorococcus was clearly observed at two intermediate 
stations (stations 1b and 6b) while the lowest density was mostly dominated in the middle 
parts of the study area and at a few coastal stations (stations 2a, 3a, and 5a). It was also 
shown that there was a slightly increasing trend in Prochlorococcus abundances from the 
middle parts of the study area to the open oceanic waters.  Picoeukaryotes was the second 
most abundant picophytoplankton group in the area, constituting an average of 30.8% of 
the total picophytoplankton. On average, 4.66 ± 3.33 x104 cells ml-1 of picoeukaryotes 
was measured in the study area. Similar to Synechococcus distribution, the picoeukaryotes 
assemblage (Figure 4C) was characterized by a strong decreasing density gradient, with 
maximum values concentrating along the coast and minimum values in the offshore 
waters. Contrary to what has been observed in Synechococcus, the maximum densities of 
picoeukaryotes were particularly confined to the southern coast of Johor, with the highest 
value observed at station 5a.
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Table 3
Average density (mean ± standard deviation), range, and coefficient of variation (CV, %) values of total 
picophytoplankton, Synechococcus, Prochlorococcus and picoeukaryotes in surface water of southeastern 
coast of Peninsular Malaysia

Picophytoplankton group Average
Density (x104 cells ml-1) Range CV

Synechococcus 7.36 ± 3.29 2.13-13.65 45%
Prochlorococcus 2.59 ± 1.42 0.52-5.86 55%
Picoeukaryotes 4.66 ± 3.33 1.37-14.43 71%

Total picophytoplankton 14.61 ± 6.01 4.61-24.29 41%

Figure 4. Spatial distributions of surface abundance (x 104 cell ml-1) of A) Synechococcus, B) Prochlorococcus 
and C) picoeukaryotes in the southeastern coast of Peninsular Malaysia
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Differences in the fraction contributed by each picophytoplankton group along the 
coastal-offshore gradients were also assessed with all data were pooled according to distance 
from the coastline. The percentage contribution to total picophytoplankton along coastal-
offshore stations showed a clear difference between each picophytoplankton assemblage 
(Figure 5). The relative contribution of Synechococcus was slightly high with increasing 
distance offshore (from 50 to 52%), indicating the strong ability of this assemblage to 
adapt to a range of environmental conditions. Meanwhile, the relative contribution of 
picoeukaryotes to total picophytoplankton showed a decreasing linear trend, from ~40% at 
the coastal stations to ~18% at the offshore stations, suggesting the decreasing importance 
of this assemblage among picophytoplankton groups with increasing distance offshore. In 
contrast, the minimum contribution of Prochlorococcus was found at the coastal stations 
(<10%), rather than at the offshore stations (~30%).

Figure 5. Relative contribution (%) of picoeukaryotes, Synechococcus and Prochlorococcus assemblages 
to total picophytoplankton population from coastal (a) to offshore stations (d) in the southeastern coast of 
Peninsular Malaysia. Error bars represent one standard deviation of the mean

Influence of Environmental Conditions on Picophytoplankton Populations
The correlation between picophytoplankton groups and environmental conditions identified 
with Canonical Correlation Analysis (CCA) is depicted in Figure 6. The first two axes 
of CCA (F1 and F2) were significant (p < 0.03) as evidenced by the Wilks’ Lambda test, 
explaining 90% of the variability in the picophytoplankton and environmental conditions 
relationship (55.2% and 34.9% for axes 1 and 2, respectively). Moreover, there were 
strong correlations between picophytoplankton groups and environmental variables for 
the first axis (r = 0.92, p < 0.03) and second axis (r = 0.73, p < 0.03), indicating a strong 
influence of environmental factors on the distribution of picophytoplankton population 
in the study area. The first environmental canonical axis (F1) was most negatively 
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correlated with TChl (r = 0.93) and most positively correlated with pH (r = 0.88) and DO 
(r = 0.66), while the second environmental axis (F2) was most negatively associated with 
temperature (r = 0.87) and positively associated with DO (r = 0.63) (Figure 6). For the 
picophytoplankton canonical variable, the first axis (F1) was most negatively correlated 
with total picophytoplankton (r = 0.85), Synechococcus (r = 0.82) and picoeukaryotes (r 
= 0.78), while the second axis (F2) was most negatively associated with Prochlorococcus 
(r = 0.89) and total picophytoplankton (r = 0.53) (Figure 6).    

Correlations between the abundances of picophytoplankton assemblages and 
environmental conditions for both canonical axes (F1 & F2) (Figure 6 & Table 4) suggested 
that different assemblages were influenced by different environmental conditions. For 
the first canonical axis, total picophytoplankton, Synechococcus and picoeukaryotes had 
a strong positive correlation with TChl (r = 0.72, 0.70, 0.66), and negative correlation 
with pH (r = -0.85, -0.76, -0.71) and DO (r = -0.76, -0.61, -0.64). This indicates that an 
increased in TChl and a decrease in pH and DO would favor the development of these 
assemblages. In the second canonical axis, Prochlorococcus was the only assemblage to 
exhibit a strong negative association with temperature (r = -0.66), which indicated that low 
temperature is the favorable condition for their growth. Similar to the first canonical axis, 
total picophytoplankton, Synechococcus and picoeukaryotes also had a negative correlation 
with DO, suggesting that this environmental parameter had a significant influence on the 
abundance and composition of picophytoplankton community.  

Figure 6. Canonical correlation analysis (CCA) ordination diagram of total (Total pico) and picophytoplankton 
groups (Syn: Synechococcus, Pro: Prochlorococcus and Peu: picoeukaryotes) with environmental variables 
(TChl, temperature, salinity, pH and DO) in the southeastern coast of Peninsular Malaysia. The percentage 
of the variation in the picophytoplankton groups for each axis (F1 and F2) is indicated in parentheses next to 
the axis label.
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Table 4
Pearson’s correlation coefficient (r) between physicochemical factors and total picophytoplankton, 
Synechococcus, Prochlorococcus and picoeukaryotes populations. Significant correlations (p < 0.05) are 
given in bold.

Variables Total
picophytoplankton Synechococcus Prochlorococcus Picoeukaryotes

Temperature -0.13 -0.08 -0.66 0.12

Salinity 0.00 0.02 0.31 -0.15

pH -0.85 -0.76 -0.17 -0.71

DO -0.76 -0.61 -0.29 -0.64

TChl 0.72 0.70 -0.13 0.66

DISCUSSION

Environmental conditions in the study area are generally associated with the monsoonal 
systems which have a great influence on the physical, chemical, and biological processes 
of the water column (Liu et al., 2002; Liu & Chai 2009; Powley et al., 2017; Wei et al., 
2020).  The results of this study clearly reveal the typical oligotrophic conditions with low 
concentrations of total Chlorophyll (TChl) dominated the surface water of the study area.  
Particularly during the southwest monsoon (SWM), strong vertical stratification due to sea 
surface heating and weak wind could result in nutrient limitation and low phytoplankton 
productivity (Zainol & Akhir, 2016; Akhir et al., 2014; Yanagi et al., 2001). High TChl 
levels along the coast especially at station very close to river mouths (e.g., station 3a) could 
be attributed to significant freshwater discharge that cause nutrient enrichment in coastal 
waters (Powley et al., 2017; Wei et al., 2020). 

The present study showed that picophytoplankton was represented by Synechococcus, 
followed by picoeukaryotes and Prochlorococcus. The observed trend towards an increase 
of TChl concentration, consistent with an increase in picophytoplankton abundance 
indicated that these groups of phytoplankton are the dominant contributors to TChl in 
the study area, except for Prochlorococcus. The ubiquity of Synechococcus spp. during 
our study confirms the ability of this genus to adapt to a local coastal–offshore variable 
environment. Synechococcus is known to be ubiquitous in most of the world’s oceans 
(Gin et al., 2003; Li, 1998) and can dominate in subtropical regions with stronger 
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temperature fluctuations. On the other hand, Prochlorococcus is commonly more abundant 
in oligotrophic waters (Campbell et al., 1994; Partensky et al., 1999a; Partensky et al., 
1999b) and ubiquitous in the latitudinal band from 40°N to 40°S (Partensky et al., 1999b) 
while picoeukaryotes mainly dominated in coastal systems (Mouriño-Carballido et al., 
2016). Although the maximum values for Synechococcus abundance found in this study 
are close to those reported in previous studies (Agusti et al., 2019; Chen et al., 2009), 
Prochlorococcus population abundance was found to be two-three orders of magnitude 
lower than the populations found in the global data set (Agusti et al., 2019; Flombaum et 
al., 2013).  In accordance with our finding, studies reveal that Synechococcus accumulated 
higher than Prochlorococcus and picoeukaryotes in tropical and equatorial ocean from 
surface waters down to the base of thermocline (Partensky et al., 1999a; Mena et al., 2019; 
Pan et al., 2007). Contrastingly, some studies found Prochlorococcus to be more abundant 
than Synechococcus in the North Atlantic, South Pacific, North Indian basins (Buitenhuis 
et al., 2012), the subtropical and tropical ocean (Agusti et al., 2019; Chen et al., 2009), 
including south China Sea (Jiang & Sun, 2020; Wei et al., 2020). 

These differences could be due to variation in phytoplankton adaptation to several 
factors such as temperature, photosynthetic active radiation (PAR), light conditions and 
nutrient, which may have led to the segregation of their maximal distributions across 
space and through time (Flombaum et al., 2013; Mella-Flores et al., 2012).  Laboratory 
analysis showed that the optimum temperature for Synechococcus and Prochlorococcus 
growth was 24°C and 28°C, respectively (Moore et al., 1995). However, the results are 
most likely strain- or clone- specific as Prochlorococcus spp. has been detected at water 
temperatures of up to 30°C, with maximum integrated concentrations was between 26 
and 29°C in the warm equatorial and South Pacific waters, and the Red Sea at the surface 
(Moore et al., 1995; Partensky et al., 1999b). A previous study in the upper 200 m of the 
subtropical  regions  of  the  Pacific,  Atlantic and Indian oceans using a compilation of 
flowcytometry data indicates that the  Prochlorococcus distributions were controlled by 
temperature and PAR(400–700 nm, Flombaum et al., 2013). However, this prediction of 
increasing abundance with increasing temperature in the subtropical and tropical ocean 
(Flombaum et al., 2013), is inconsistent with our results for the southeastern coast of 
Peninsular Malaysia. Our findings showed no clear effect of temperature on Synechococcus 
and picoeukaryotes, but Prochlorococcus abundance decreased with increasing temperature 
suggesting that high temperature negatively affects the Prochlorococcus concentration 
in the study area.  This difference could be the result of different ecotype with different 
temperature optima or thermal sensitivity (Otero-Ferrer et al., 2018). The global model 
considering interactions between environmental variables predicted a population decline 
at the surface water with warming (Agusti et al., 2019), indicating that increased surface 
stratification, higher underwater PAR and Ultraviolet (UVB) penetration should inhibit 
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the surface populations of picophytoplankton in the water column. According to Agusti et 
al. (2019) and Wei et al. (2020), Prochlorococcus are more sensitive to light intensity and 
better adapted to absorb blue wavelengths that predominate deeper in the water column.  
Unfortunately, the abundance of Prochlorococcus ecotypes has not been assessed during 
this study to validate this.  

Alternatively, according to Otero-Ferrer et al. (2018), nutrient supply was the main 
factor that determined the distribution of the picophytoplankton community in highly 
contrasting marine environments in the Atlantic Ocean. High abundances of Synechococcus 
and picoeukaryotes have been reported under nutrient-rich conditions typical of coastal 
surface waters affected by mixing or upwellings (Echevarría et al., 2009; Sherr et al., 
2005). Previous research suggests that picophytoplankton commonly dominate in waters 
with concentrations of nutrient <1 µM. At higher concentrations, the contribution of 
picophytoplankton to total biomass and production decreased significantly (Agawin et 
al., 2000b). According to Liu et al. (1997) and  Agawin (2000a), the optimal nutrient 
concentration for Synechococcus growth was 0.25 µM nitrogen (N) in the Mediterranean 
Sea and 0.1–3 µM N in the Arabian Sea. High concentrations of about > 8 µM could 
inhibit Synechococcus growth. However, no data on nutrient concentration was recorded 
during this study period. A previous study has shown that surface nitrate was observed in 
a range between 1.6 µM (offshore) and 6.4 µM (coastal) in the Pahang coast (Shaari et 
al., 2013). Our results showed that Synechococcus are the most successful group among 
the  picophytoplankton in Pahang coastal waters (Station 1a, 2b, Figure 4) where we 
would expect an influence of the nutrient derived from the riverine and the aquaculture 
area output to this area, as indicated in Shaari et al. (2013). Nevertheless, several studies 
could not find a clear relationship between nutrient concentration and cell abundance of 
picophytoplankton (Flombaum et al., 2013; Guo et al., 2014; Mouriño-Carballido et al., 
2016; Wei et al., 2020). 

Overall, both physical and biological parameters were likely to have an effect on DO 
values. Similarly, previous studies conducted in Ireland Estuary and Bengal Bay noticed 
a positive tight coupling between pH and DO (O’Boyle et al., 2013; Shaik et al., 2017). 
The significant correlation between pH and phytoplankton (both TChla concentrations and 
picophytoplankton density) indicated that biological activities had a substantial effect on 
pH (Shi et al., 2019). In general, when any aquatic environment is governed by autotrophy, 
CO2 is eliminated by photosynthesis, resulting in a rise in pH values. In comparison, when 
heterotrophy is dominant, microbial respiration releases more CO2 than photosynthetic 
carbon uptake, thus reduces pH level (Shaik et al., 2017). However, further research is 
needed to justify this in the study area.

Moreover, several studies have reported that the transition of the picophytoplankton 
population may also depend on other factors which were not the scope of this study such 
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as sedimentation (Brussaard et al., 1995), turbulence (Huisman et al., 2004), the balance 
between growth and grazing and viral lysis (Weinbauer & Höfle, 1998). In term of grazing 
pressure, zooplankton filter feeders and heterotrophic flagellates are thought to maintain the 
biomass of its prey and thus changes in picophytoplankton growth rate may significantly 
alter the resulting biomass of the picophytoplankton subgroups (Calbet et al., 2008; Chen et 
al., 2009). However, studies have shown that Synechococcus tend to be a poor food source 
for nanoflagellates (Dolan & Šimek, 1999). But in terms of viral lysis, it was reported 
Synechococcus cells could lose 5 to 77% daily in the open ocean (Evans & Brussaard, 
2012; Suttle & Chan, 1994; Wang et al., 2011). Thus, we believe that such alternative 
explanations do not preclude each other, because the ecological pattern of distribution of 
plankton biomass in a particular area is more likely to be influenced by a combination of 
some (or many) factors. 

CONCLUSION

Our results for the first-time covering the surface distribution of picophytoplankton in 
the southeastern coast of Peninsular Malaysia. This study revealed a coastal–offshore 
gradient dominated by Synechococcus, followed by picoeukaryotes and Prochlorococcus. 
Synechococcus and picoeukaryote abundance was primarily distributed along the coast and 
progressively decreased seaward, whereas Prochlorococcus abundances showed a slight 
increasing trend from the middle parts of the study area to the open oceanic waters. Our 
observation of physicochemical factors has enabled us to obtain a better understanding 
of the factors controlling the picophytoplankton composition. The results of canonical 
correspondence analysis demonstrate that TChl, pH, DO and temperature would favor the 
abundance of picophytoplankton assemblages in the study areas. However, the inclusion 
of accurate nutrient level and functional characteristics – such as size, pigments, biomass 
and photosynthetic properties – in future phytoplankton studies may be suggested in order 
to better understand the distribution of picophytoplankton at high spatial and/or temporal 
resolution, which could lead to a detailed understanding of abundance data from a broader 
ecological perspective.
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The vegetation effects were evaluated 
for outdoor air temperature and mean 
radiant temperature (MRT) reduction. It is 
found that the maximum air temperature 
reduction of 3.380C and 24.240C of MRT 
were achieved with up to 45% tree canopy 
coverage. The mean air temperature and 
MRT reduction of 0.630C and 4.800C 
were respectively achieved with the same 
percentage coverage of the canopies. 
However, it was found that the thermal 
reduction effects of vegetation do not apply 
to every hour of the day. In essence, proper 
planning and implementation of campus 

ABSTRACT

Frequent increases in temperature and related consequences have been the trending 
phenomenon for over ten decades, with a general rise of about 0.740C. This study evaluates 
the effects of different percentage covers of tree canopies for outdoor thermal improvement 
of campus areas in Bauchi, Nigeria. Firstly, the study involves on-site measurement of 
existing features on the site and the climatic conditions. Secondly, performing simulation 
for evaluation of the plant-surface-atmosphere interactions with Envi-met Version 4.4.2. 
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outdoor spaces is the key factor in improving its thermal conditions. Thus, adhering to 
the practical recommendations bring a significant improvement in ameliorating the rise in 
atmospheric temperature on campus outdoors.

Keywords: Air temperature, campus outdoor, envi-met simulation, hot-and-dry climate, mean radiant 

temperature, urban climate

INTRODUCTION

A rise in temperature and its related consequences have been the trending phenomenon 
because of its rapid increase than in previous decades (Brysse et al., 2013; Morakinyo et al., 
2016). Between 1906 and 2005 indicates a general rise of 0.740C with up to 0.130C increase 
in some decades (Frédéric et al., 2008). Correspondingly, an increase in global atmospheric 
temperature to 0.740C in the past 100 years has been reported by Intergovernmental Panel 
on Climate Change (Morgan, 2006). Moreover, it has been projected that the global 
mean atmospheric temperature will increase by 0.3 to 4.80C by the year 2100, depending 
on the context parameters and its specific emissions scenario ( Centre for Science and 
Environment, 2018). In urban areas, frequent anthropogenic activities increase the effects 
of greenhouse in the atmosphere. Consequently, the increase in the greenhouse effect leads 
to a rise in temperature (Shahzad, 2015). Apart from the increase in the greenhouse effect 
in the atmosphere, Urban Heat Island manifests in most urban environments, which leads 
to the rise in atmospheric temperature. The rise in temperature due to the Urban Heat 
Island in cities deteriorates its microclimates, decreases energy efficiency, and increases 
the thermal condition of outdoor spaces (Lai et al., 2019). 

A study conducted by Hassan et al. (2017) reveals that there were increasing 
temperature trends from 1982-2014 in most parts of the cities in northern Nigeria with a 
value of 0.030C  to 0.050C per decade. Air temperature and MRT are the most common 
parameters used to assess indoor and outdoor thermal conditions (Al-Mohsen et al., 2020; 
Lucchi et al., 2017; Yıldırım, 2020). An increase in these two climatic parameters tends 
to worsen the thermal conditions of a microclimate. Air temperature (Adunola, 2014) and 
the MRT remain the dominant climatic parameters affecting the outdoor thermal state 
in the hot and dry regions (Soydan, 2020), especially in Nigeria. In Nigeria, the hot and 
dry region possesses the highest degree of air temperature and MRT. In the area, the air 
temperature rises to 420C in late May of each year. The excessive rise in the temperature 
emanates from less vegetation in the region that can provide shades over surfaces against 
direct solar radiation. The vegetated areas are mostly replaced with hard surfaces that 
absorb more heat and light (Hami et al., 2019; Hertel & Schlink, 2019). This phenomenon 
frequently happens in urban areas of Nigeria, especially during construction processes. 
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Shading in urban outdoor environments has been identified as an essential aspect in 
modifying microclimatic conditions and enhancing thermal comfort, particularly in hot 
regions (Peeters et al., 2020). Many open and semi-open spaces in university campuses 
are not adequately planned to respond to microclimate conditions. These aspects hinder 
university students from having campuses with thermally comfortable outdoor environments 
(Ghaffarianhoseini et al., 2019). Including vegetation in the planning and implementation of 
campus outdoor spaces will ameliorate the rise in outdoor temperature. Equally, it improves 
the well-being and learning capacity of students. Thus, vegetation is one of the fundamental 
concepts for enhancing the thermal condition of urban microclimates (Morakinyo & Lam, 
2016). It plays a significant role in influencing the urban microclimate thermal conditions 
(Tong et al., 2017; Wong et al., 2007; Wong et al., 2010). There are three aspects to consider 
in reducing outdoor air temperature and MRT: designing the outdoor spaces, vegetation 
planning, and implementation (Hami et al., 2019; Yahia et al., 2018; Yahia & Johansson, 
2014). The cooling effect of vegetation extends beyond its green area (Lu et al., 2017). The 
extension depends on the vegetation density and its percentage cover. Generally, foliage 
has a vital influential role in outdoor and indoor thermal condition improvement (Tong et 
al., 2017). Tree canopy, in particular, helps in the provision of shade against direct solar 
radiation. Furthermore, evapotranspiration by leaves is important in reducing the intensity 
of heat (Dhakal, 2002).

Researchers in passive architecture and urban planning have been trying tremendously 
in improving outdoor thermal environments in urban centres. They suggested practical 
solutions to achieve the mitigating effects. Such as increasing the green areas (Aboulnaga 
& Mostafa, 2020), proper natural ventilation (Al-Mohsen et al., 2020), provision of shades 
from natural and built forms (Abaas, 2020; Peeters et al., 2020), and minimization for 
the use of surfaces that enhance the increase of longwave radiations. However, studies 
are still needed to add to the body of knowledge regarding improving our microclimates. 
Authorities and scholars around the globe put less emphasis on climate conditions and 
thermal improvement of microclimates at regional and urban scales (Dhakal, 2002). 
Furthermore, most studies on thermal improvement were indoors; few were conducted on 
the outdoor spaces. Hence, the fewer conducted in urban areas were centred on improving 
parks, street canyons, office environments, and residential neighbourhoods rather than 
academic environments. Equally, the research emphasis was less on hot and dry climates 
than other parts of the globe.

This study investigates the effects of tree canopy coverage in the outdoor thermal 
environment of a university campus in the city centre of Bauchi. The ENVI-met 
3-dimensional non-hydrostatic simulation model was employed to evaluate the outdoor 
thermal environment. It is widely used to improve urban spaces in various climatic zones 
and within diverse urban structures (Chatzinikolaou et al., 2018; Perini et al., 2017). The 
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study investigated the reducing effects of tree canopy cover on the intensity of the outdoor 
climatic conditions in a campus setting. It equally hypothesized the significant positive 
effects of tree canopy cover in reducing the intensity of outdoor air temperature and the 
MRT in the context of urban centres within hot and dry climates (Davtalab et al., 2020). 

MATERIALS AND METHOD

The research work was carried out in two stages consecutively to evaluate the effects of 
different vegetation cover on air temperature and MRT reduction. The stages were field 
measurement survey and the Envi-met computer simulation.

Study Site

The study was conducted at the Abubakar Tafawa Balewa University in Bauchi town of 
Northern Nigeria (Figures 1 & 2). The location is categorized as a hot and dry Savanna 
climate, with less grass and sparse trees. The university has a student enrolment of 14,492 
for the 2016/2017 academic session (Office of the University Registrar, 2018). The mean 
daily maximum temperature of Bauchi town ranges from 27.0OC to 29.0OC between July 
and August. While 37.6OC in March and April (Sylvester & Abdulquadir, 2015). The 
mean daily minimum temperature ranges from 22.0OC in December and January to about 
24.7OC in April and May. The mean maximum air temperature of Bauchi was higher than 
the mean maximum air temperature of the country (Eludoyin et al., 2014). The sunshine 
hours range from 5.1 hours to 8.9 hours. October to February was recorded as the longest 
sunshine hours in the city of Bauchi. Humidity ranges from 12% in February to about 
98% in August. The months for the rainy season are May to September, with the annual 
precipitation ranges from 600mm to 1300mm (Akande & Adebamowo, 2010). Currently, 
vegetation covers 9% of the total land area of the study site.

Field Measurements

On-site air temperature data were collected from the study site for twenty-one days, from the 
10th to 31st August 2018. The selected study period was to obtain changes in air temperature. 
HOBO UX100-011 data loggers were placed at the height of 1.5m above the ground (Evola 
et al., 2017) to capture the climate parameter at the pedestrian level (Ghaffarianhoseini 
et al., 2019). Ten days of pretest measurement were conducted for the climatic condition 
parameter before the actual site measurement. The pretest measurement took place from the 
1st to 10th day of August 2018. It was carried out to ensure the functionality and reliability 
of the data loggers. All the data loggers were set at 8:00hrs on the first day. Receptor points 
were selected for the on-site measurements (Figure 2b) as; i. location without vegetation 
(TaNV), ii. location with grasses only (TaGR), iii. location with trees only (TaTR), and 
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iv. location with both trees and grass (TaTG). The four different receptors were placed to 
capture all the possible different vegetation scenarios on the site. Both the actual and the 
pretest measurements were carried out on the same measurement points.

Figure 3 presents the mean daily air temperature changes for the four measurement 
points, measured against the primary “y” axis. While the line charts depict the daily 
maximum and daily minimum changes. They were measured against the secondary “y” 
axis. The measurement shows that the scenario without vegetation has the highest degree 
of outdoor air temperature to about 38.60C on the second day. The combination of trees and 
grass has the lowest maximum outdoor air temperature of about 350C on a corresponding 

Figure 1. The location Bauchi, Nigeria  (https://www.mapsofworld.com/nigeria/maps/nigeria-location-map.jpg) 

Figure 2. (a) The study area, (b) study area with the four receptors on the measurement points as TaNV (location 
without vegetation), TaGR (location with grasses only),  TaTR (location with trees only), and TaTG (location 
with both trees and grass) (Google map imagery).
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day. The decrease of air temperature in the latter scenario was from the effects of the existing 
vegetation on the campus. The shading and evapotranspiration rates significantly influenced 
the air temperature. Exposure of surfaces to direct solar radiation leads to increased air 
temperature in the scenario 0% vegetation.

Figure 3. Mean daily changes for the existing air temperature for the 21 measurement days

Envi-met Simulation
Envi-met Version 4.4.2 computer simulation was employed in this study for the simulation 
of the modelled environment. In the same vein, while performing the simulations, the 
Envi-met evaluated the heat flux, evaporation, and transpiration flowing from the trees to 
the atmosphere (Salata et al., 2016). ENVI-met was developed to simulate the relation of 
surfaces, vegetation, and airflow for local microclimatic conditions. It also evaluates the 
effects of solar irradiance, humidity, and heat storage in the soil (Shinzato et al., 2019). A 
grid resolution was used to model the geometry of the study site. The numerical simulations 
were performed in the summer, on 26th August 2018. As postulated by Tsoka et al., (2018), 
about 90% of the scientific studies on microclimate analysis used the ENVI-met model 
during summer. It shows that vegetation significantly influences the thermal condition of 
microclimates when the temperature is higher (Hami et al., 2019). The simulation day was 
determined based on the on-site measurements. A day with the highest air temperature and 
a clear sky (Roth & Lim, 2017) was used for the simulation. The simulation models were 
run for 24 hours (Tsoka, 2017). The Envi-met computer simulation software Version 4.4.2 
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was preset as a 10-minute time step. At the end of each domain simulation, hourly time 
steps were extracted for scenario comparison.

Model Area Geometry
The study site was developed based on physical measurements and google imagery. It has 
a domain size of 425.00m x 375.00m, designated within 85 x 75 x 15 grids. The grid cell 
size was 5.00m x 5.00m x 2.00m as dx, dy, and dz, respectively. The height of the total 
grids for the dz axis is 30m which is more than 2times of the highest building on the site 
(Ozkeresteci et al., 2003). Priorities were given to the buildings’ geometry, vegetation on 
the site, ground surfaces, and the receptors for the microclimate condition measurements. 
The overall height of the buildings within the measurement site ranges from 5m to 12m. 
The ground surfaces were loamy soils and asphalt roads. The vegetation was a combination 
of grasses and trees, with an average height of 25cm, and 7.5m, respectively. The Leaf 
Area Density (LAD) for a tree is 1.2, used for the model domain. In the end, four receptors 
were placed at four places to record the existing climatic conditions. Table 1 shows the 
input data for model development and simulation initialization process.

Models Domains
Five outdoor models were simulated to evaluate the optimal thermal influence of vegetation 
coverage on the campus outdoor environment. The five different models were scenario with 
0% vegetation cover, as the base model (Figure 4), the scenario with 9% vegetation cover 
as the existing condition of the study site (Figure 5a), the scenario with 15% vegetation 
cover (Figure 5b), the scenario with 30% vegetation cover (Figure 5c), and the scenario 
with 45% vegetation cover (Figure 5d). The numerical model simulations were run for 
24hrs from 6:00:00hrs in the early morning. To let the software follow the atmospheric 
process (Forouzandeh, 2018; Salata et al., 2016).

Figure 4. Shows the base model with 0% vegetation cover, with five receptors placed at different places 
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Table 1
 Envi-met model domain initial input parameters

Figure 5. Model domains for different vegetation coverage; (a) the existing condition of site study with 9% 
of vegetation coverage, (b) Scenario with 15% of vegetation coverage  (c) Scenario with 30% of vegetation 
coverage, and (d) Scenario with 45% of vegetation coverage

ITEMS INPUT DATA
Study site Climate type Hot and dry 

Soil Loamy soil

Latitude 100 16’ 45” N

Longitude 090 47’ 16” E

(a) (b)

(c) (d)
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RESULTS 

Software Validation
The validation process in this study compares the on-site measurements and the computer 
simulation outputs. Better validation results indicate the reliability and validity of the 
software in predicting the plant-surface-atmosphere interaction (Forouzandeh, 2018) within 
the campus microclimate. Equally, the validation process is an essential step in obtaining 
accurate results for domain simulation (Shinzato et al., 2019). 

The on-site measurements were designed to measure the existing microclimate 
conditions of the study site at the ATBU campus. The air temperature on 26th August 2018 
was selected as the parameter for the software validation. It was selected based on the day 
with the highest maximum air temperature and sky clarity. The measured air temperature 
values were compared with the obtained ENVI-met simulated results (Figure 6). The 
coefficient of determination (R2) ranges from 0.8697 to 0.9323 for the four measurement 
points. Equally, the Root Mean Squared Error (RMSE) for the four measurement points 
was 1.590C, 1.030C, 1.880C, and 0.920C (Figure 6a-6d). The validation results showed 
that there was a good correlation between the measured values and the simulation results 
(Yang et al., 2018). The R2 and the RMSE values suggest that the ENVI-met model can 
significantly represent the existing condition of the study area. Equally, indicate the software 
reliability for studying plant-surface-atmosphere interaction in the context of hot and dry 
climates. Notwithstanding, the ENVI-met underestimated daytime air temperature in all 
four scenarios, from 09:00hrs to 19:00hrs. Which was due to the anthropogenic heating 
from vehicles, and other moveable objects that were not accounted for in the simulation 
(Eniolu et al., 2017). 

ITEMS INPUT DATA

Simulation input 
data

Simulation day On 26th August 2018 
Effective simulation time 24hrs
Domain size 425.00m x 375.00m x 30.00m
Resolution 5.00m x 5.00m x 2.00m
Roughness length 0.01
Minimum Air temperature 180C at 6:00hrs
Maximum Air temperature 340C at 15:00hrs
Wind speed 3.0m/s
Wind direction 900

Minimum Relative humidity 45% at 15:00hrs
Maximum Relative humidity 99% at 06:00hrs

Table 1 (Continued)
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Figure 6. Envi-met software validation output for the four measurement points

Air Temperature

All four scenarios were compared with the base model to evaluate the total effects of the 
vegetation covers on the air temperature reduction. The existing situation that has the 9% 
vegetation cover was with the least reduction effects. The cover reduced the air temperature 
by a maximum of 1.140C at 14:00hrs (Figure 8) with a daily average reduction of 0.270C 
(Table 2). The 15%, 30%, and 45% tree canopy covers showed a daily average reduction 
effect of 0.320C, 0.550C, and 0.630C respectively. The simulation results showed that 
from 8:00hrs to 11:00hrs, the 9% vegetation cover has adverse effects on air temperature 
reduction. Within the stated period, the air temperature rises above that of the base model 
domain. Equally, from 21:00hrs to 6:00hrs the next day, any increase of the vegetation 

(a) (b)

(c) (d)
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cover negates its influence on air temperature reduction. This is because the thermal effects 
of tree canopies are based on shading and evapotranspiration (Morakinyo & Lam, 2016). 
The shading effects occur significantly in the daytime, whereby the shortwave radiations 
were shaded from reaching surfaces. An increase in the percentage of vegetation coverage 
decreases the wind speed. Consequently, it traps the heated air within the densely vegetated 
environment. Thus, it raises the temperature at night time (Figure 7).

Figure 7. (a) Air temperature output on the simulation day (b) Outdoor air temperature reduction for different 
vegetation cover at every hour of the day

(a)

(b)
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Table 2

Effects of different vegetation covers on air temperature reduction

Vegetation Cover 9% 15% 30% 45%
Maximum reduction (0C) 1.14 1.43 3.08 3.38
Minimum reduction (0C) -0.27 -0.19 -0.37 -0.41
Average reduction (0C) 0.27 0.32 0.55 0.63

Simulation outputs were imported into a Leonardo visualization program. Each output 
file has a multitude of information that has been translated into different layers in the 
program. The following layers shown in Figure 8 and 9 are visual output for five scenarios 
at 15:00hrs of the simulation day. The five scenarios have different vegetation cover. The 
visualized layer outputs for the models with vegetation cover 0%, 9%, and 15% as presented 
in Figure 8, 9a, and 9b, respectively, indicate a significant proportion of hotter areas in the 
respective models. These explain that the less coverage of the vegetation the scenarios lead 
to an increase in the daytime air temperature. Consequently, the daytime air temperatures 
rise to a maximum of 37.250C, 36.940C, and 36.210C, for scenarios with the vegetation 
cover of 0%, 9%, and 15%, respectively.  Conversely, models with the vegetation cover 
30% and 45% in Figure 9c and 9d indicated a remarkable decrease in air temperature during 
the day to a maximum of 36.060C and 35.970C, respectively. The visualized outputs were 
dominated by layers of blue and green at 15:00hrs. Therefore, it indicated a more significant 
improvement for outdoor air temperature reduction in the daytime. It was a result of the 
percentage increase in the vegetation cover above 30%.

Figure 8. Air temperature visual output for the scenario with 0% vegetation cover at 15:00 hrs
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(a)

(b)
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(c)

(d)

Figure 9.  Air temperature visual output for different vegetation cover at 15:00 hours; (a) Scenario with 9% 
vegetation cover which is also the current condition of the study site, (b) Scenario with 15% vegetation cover, 
(c) Scenario with 30% vegetation cover, and (d) Scenario with 45% vegetation cover

Mean Radiant Temperature

In the context of the hot and dry urban climate, MRT changes due to the absence or less 
vegetation in the region (Soydan, 2020). The need for vegetation on campuses in such areas 
deemed essential to reduce the intensity of the MRT. For this reason, five different models 
were simulated to evaluate the effects of varying percentage coverage of tree canopies on 
MRT reduction. The four vegetated domains (Figure 10b) were compared with the base 
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model, which has 0% tree canopy cover. The comparison was to ascertain the magnitude of 
the MRT reduction by different percentage coverage of tree canopies. The results showed 
that in all the models’ domain, the MRT started magnifying its intensity precisely at 
7:00hrs with a sudden decline at 17:00hrs. Among all the five simulated domains, the base 
model resulted in the highest daily maximum MRT of up to 74.270C at 15:00hrs. Equally, 
despite its 0% vegetation, the base model resulted in the lowest daily minimum MRT of 
9.440C at 06:00hrs. The results demonstrated higher vegetation coverage lowers the MRT 
in the daytime. Increase in vegetation coverage resulting in a higher MRT from 18:00hr 
to 07:00hrs the next day (Figure 10a). Furthermore, all the simulation results showed that 
the thermal reduction effects on the MRT were more effective at 08:00hrs and 16:00hrs 
(Figure 10b). The 45% tree canopy cover showed the maximum MRT reduction effect. It 
reduced the MRT by 24.240C at 16:00hrs, with a daily average of 4.800C reduction effects 
(Figure 9b). The results showed a sudden drop in the MRT reduction at 12:00hrs for all 
the four vegetated domains. The significance of MRT reduction requires 15% vegetation 
coverage in the morning time (Figure 9b). In contrast, a minimum of 30% vegetation cover 
in the afternoon time for significant MRT reduction.

(a)
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Table 3

Average reduction for different vegetation covers on mean radiant temperature 

(b)
Figure 10. (a) Mean radiant temperature output on the simulation day (b) Effects of different vegetation covers 
on mean radiant temperature reduction.

Vegetation Cover 9% 15% 30% 45%
Maximum reduction (0C) 7.79 16.32 22.73 24.24
Minimum reduction (0C) -2.52 -4.86 -6.59 -6.95
Average reduction (0C) 1.62 2.72 4.23 4.80

All the results for the five scenarios were imported into Leonardo software for visual 
presentation. Figure 11 is the base model scenario that has 0% canopy cover. Figures 12(a) 
and 10(b) are scenarios with 9% and 15% vegetation cover, respectively. While Figures 
12(c) and 10(d) are the scenarios with 30% and 45% vegetation cover, respectively. The 
MRT for the five different vegetation cover scenarios was illustrated at 15:00 hrs, whereas 
the MRT was at the peak point. The visual images showed a significant MRT reduction with 
the increase in the vegetation cover. The reduction effects were 2.820C, 4.880C, 7.530C, 
and 8.620C for scenarios with 9.%, 15.%, 30.%, and 45.% vegetation cover respectively. 
Thus, it demonstrated no significant difference between the base model and the current 
situation on campus with 9% vegetation.
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Figure 11. Mean radiant temperature visual output for the scenario with 0% vegetation cover 

(a)

(b)



Pertanika J. Sci. & Technol. 29 (3): 2125- 2147 (2021)2142

Kabiru Haruna Abdulkarim, Azmiah Abd Ghafar, Lee Yoke Lai and Ismail Said

DISCUSSION

Several anthropogenic and natural features in an urban centre influence the thermal 
condition of its microclimates (Soydan, 2020). The features lead to higher or lower thermal 
conditions of the urban environments. Vegetation forms part of the natural features that 
improve the thermal state of urban microclimates (Davtalab et al., 2020). Five modelled 
scenarios were simulated for 24hrs in evaluating the improvement capacity of different 
percentages of vegetation covers within a campus. The initial simulation inputs were based 
on the field measurements. The simulation outputs showed that the higher the tree canopy 
cover percentage, the higher the thermal reduction effects in the daytime. The base model 

(c)

(d)
Figure 12. Mean radiant temperature visual output for; (a) Scenario with 9% vegetation, (b) Scenario with 
15% vegetation cover, (c) Scenario with 30% vegetation cover, and (d) Scenario with 45% cover
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with 0% tree canopy cover has the highest air temperature (Figure 7a) and the MRT (Figure 
10a)  in the daytime. The scenario with 45% vegetation cover has the lowest maximum 
air temperature and MRT in the day. The high level intensity of the parameters in the base 
model was due to the absence of vegetation cover. Lack of shaded areas from tree canopies 
allows direct solar radiation onto surfaces. The exposed surfaces, in turn, emit more heat to 
the surrounding atmosphere. The results showed that all the maximum thermal reduction 
effects are positive, while the minimum thermal reduction effects appeared in a negative 
value (Table 2 & 3). These indicate that vegetation does not render thermal reduction effects 
every hour of the day. The thermal reduction effects generally occur in the daytime, where 
the thermal properties of the climatic parameters are at their peak degrees. 

The highest reduction effect of 0.630C was recorded with the tree canopy covers of 
45%. The air temperature amelioration effect obtained in this study was lower than those 
obtained by Davtalab et al. (2020) and Nasir et al. (2015). Who found that a scenario 
with dense vegetation was lower by 1.00C than scenarios without any vegetation. The 
difference might have been due lack of inclusion of specific percentages of vegetation 
coverage in the Davtalab et al. (2020). Similarly, Nasir et al. (2015) used up to 80% of 
vegetation coverage to achieve the 1.00C temperature reduction. The 24.4% reduction of 
MRT in this study was achieved only when 45% of the tree canopy coverage was used. The 
insignificant MRT reduction effect found here agrees well with the study by Spangenberg 
et al. (2008). Whereby, they equally recorded up to 24.00C MRT reduction after using 
dense trees of 10m height. However, the maximum MRT reduction of  24.4% was lower 
than the 300C obtained by Taleghani et al. (2016). It was a result of differences in the 
base model scenarios, as Taleghani’s base model receptor was placed directly above the 
unshaded asphalt concrete road.

CONCLUSION

Air temperature and MRT are important meteorological parameters that determine the 
thermal condition of campus outdoors in a hot and dry climate. This study evaluated the 
effects of different coverage of tree canopies on air temperature and MRT reduction in a 
campus environment in Bauchi, Nigeria. The study concludes that the thermal reduction 
effects of vegetation do not apply to every hour. The vegetation enhances the thermal 
condition of the campus microclimates, especially during the daytime. The study has 
identified the best thermal reduction provided by vegetation cover of 45% is in the daytime.  
The study suggests up to 45% vegetation cover at places used by students in the daytime. 
Such locations include academic areas and outdoor recreational areas. In contrast, up 
to 30% of vegetation cover be placed at places that engage students in the nighttime. In 
essence, the university authority needs to have proper planning and implementation of the 
campus outdoor green spaces. The proper planning, implementation and maintenance of the 
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green space is the key factor in improving the thermal conditions of campus outdoor. Thus, 
adhering to the practical recommendations will significantly improve the amelioration of 
the rise in temperature on campus outdoors. The improved campus outdoors will equally 
improve the students’ physical and psychological well-being. Similarly, it will enhance 
learning capacity due to the students’ satisfaction with the thermal environment.
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called the steady-state condition. This paper 
evaluates the performance of the chart under 
the steady-state condition. It is shown that 
the steady-state out-of-control average run 
length (ARL1) is substantially larger than 
the zero-state ARL1, hence larger number 
of samples are needed to detect the out-
of-control condition. From the comparison 
with other CV charts, the steady-state 
synthetic CV chart does not show better 
performance, especially for small sample 
sizes and shift sizes. Hence, the synthetic 
CV chart is not recommended to be adopted 
under the steady-state condition, and its 

ABSTRACT

The synthetic coefficient of variation (CV) chart is attractive to practitioners as it 
allows for a second point to fall outside the control limits before deciding whether the 
process is out-of-control. The existing synthetic CV chart is designed with a head-start 
feature, which shows an advantage under the zero-state assumption where shifts happen 
immediately after process monitoring has started. However, this assumption may not be 
valid as shifts may happen quite some time after process monitoring has started. This is 
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good performance is only applicable under the zero-state assumption. The results of this 
paper enable practitioners to be aware that the performance of the synthetic CV chart may 
be inferior under actual application (when shifts do not happen at the beginning of process 
monitoring) compared to its zero-state performance.  

Keywords: Coefficient of variation; control chart, exponentially weighted moving average, run rules, Shewhart, 

steady-state, synthetic chart, zero-state

INTRODUCTION

Control charts are useful tools to monitor a process for the presence of assignable cause(s), 
which results in an out-of-control condition. A lot of studies to improve the performance 
of control charts and to apply them in various scenarios are available in the literature, 
some of the recent ones are Khan et al. (2017), Marchant et al. (2018), You (2018), Mim 
et al. (2019) and Kinat et al. (2020). Similar with most conventional control charts, the 
charts are designed to monitor shifts in the process mean (μ) and/or standard deviation 
(σ), usually through X  and/or R S charts. However, control charting techniques are 
extended to various scientific areas, where μ and σ are always not constant and the process 
is nevertheless considered as in-control. This setting is usual in the context of engineering, 
healthcare, agriculture, education, and a variety of applications where the process output 
changes from time to time. For example, to maintain quality control checks on laboratory 
measurement on the amount of chemical in a patient’s blood, the mean amount varies from 
patient to patient, making it unsuitable to monitor μ.

Conventional μ and/or σ charts cannot be applied to monitor the stability and variability 
for such processes, since a change in μ and/or σ does not show an out-of-control (OOC) 
process. For processes with an inconsistent μ and/or σ, it is a better alternative to monitor 
the CV= σγ

µ
 

= 
 

 if the ratio of σ to μ is consistent, even though μ and/or σ varies. Yeong 
et al. (2017) have reviewed several fields where the CV is important. For example, σ 
is often found to be proportional with μ for certain quality characteristics related to the 
physical properties of metal alloys or composite materials, for example tool cutting life 
and several properties of sintered materials (Castagliola et al., 2011). In investments, the 
CV can measure the volatility compared to the expected return (Curto & Pinto, 2009). For 
example, Pang et al. (2008) measured the stability of dividend yields of the Hang Seng 
index through γ.

Kang et al. (2007) was the pioneer who first proposed a Shewhart type chart to monitor 
the CV. Subsequently, several new CV charts are proposed to improve the performance 
of CV-type charts, for example the Exponentially Weighted Moving Average (EWMA) 
CV chart by Castagliola et al. (2011) and the synthetic CV chart by Calzada and Scariano 
(2013). Recently, Zhang et al. (2018) proposed an improved EWMA CV chart by truncating 



Pertanika J. Sci. & Technol. 29 (3): 2149 - 2173 (2021) 2151

Evaluating the Steady-state Synthetic CV Chart

negative normalized observations to zero and Mahmood and Abbasi (2021) improved the 
performance of the Shewhart CV chart under neoteric ranked set sampling.  

The synthetic CV chart by Calzada and Scariano (2013) modifies the synthetic chart by 
Wu and Spedding (2000), who proposed the synthetic chart to monitor the process mean, 
so that it can monitor the CV. Subsequently, Yeong et al. (2018) proposed the economic 
and economic-statistical designs of the synthetic CV chart. The synthetic CV chart shows 
smaller ARL1 than the Shewhart CV chart in detecting all shifts but shows larger ARL1 
than the EWMA CV chart. The ARL is a commonly used measure of performance for 
control charts (Montgomery, 2019). There are two types of ARL, i.e., the IC ARL (ARL0) 
and OOC ARL (ARL1). The ARL0 measures the average number of samples taken until a 
false alarm occurs, while the ARL1 measures the average number of samples taken until 
an OOC condition is detected. A large ARL0 and a small ARL1 is preferred. By fixing the 
ARL0 as a specific value, a chart shows better performance if it has a small ARL1. This is 
because a chart with a smaller ARL1 can detect shifts faster. 

For a synthetic CV chart, when a sample CV ( )γ̂  falls outside the upper and lower 
control limits (UCL and LCL, respectively), an OOC signal is not immediately produced. 
Instead, these samples are only known as non-conforming samples, while conforming 
samples are samples within the limits. The chart will signal depending on the conforming 
run length (CRL), which counts the number of conforming samples between successive 
non-conforming samples. When CRL L≤ , the process is OOC, conversely it is in-control 
(IC). Note that L is a threshold set by the practitioner, which determines how close two 
successive non-conforming samples must be to each other (measured in terms of the 
number of conforming samples between two successive non-conforming samples), so that 
an OOC signal will be produced. Since the synthetic CV chart gives an OOC signal when 
CRL L≤ , a smaller value of L indicates that the non-conforming samples must be quite 
close to each other to produce an OOC signal, while for larger values of L, an OOC signal 
will still be produced even though the non-conforming samples are quite far from each 
other. A larger L is usually selected when practitioners are interested to detect a small shift 
in the process, conversely a smaller L is selected for large shifts. In practice, the value of 
L is determined to minimize the ARL1, subject to constraints in the ARL0. 

Recently, Rakitzis et al. (2019) gave an overview of recent studies on synthetic-type 
charts. A thorough review is provided for different types of synthetic chart monitoring the 
mean, variance and the joint monitoring of the mean and variance. Rakitzis et al. (2019) 
has stated that the synthetic chart is designed with a head-start feature which leads to 
misleading conclusion on the actual performance of the synthetic chart. Similarly, the 
synthetic CV chart by Calzada and Scariano (2013) is also designed based on an enormous 
head-start. This head-start feature assumes that a non-conforming sample is present at the 
starting time (t = 0). As a result, the first CRL will simply be the number of samples until 
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the first non-conforming sample is observed. If the first CRL is less than or equals to L, 
then this head-start feature will provide an advantage to the synthetic CV chart, since fewer 
samples are required to give an OOC signal as the chart does not have to wait until the 
second sample to fall outside the control limits before deciding whether the process is IC 
or OOC. If the process starts in an OOC condition (commonly referred to as the zero-state 
condition), it is likely that the first non-conforming sample will be encountered not long 
after process monitoring has started, hence it is likely that the first CRL will be less than 
or equal to L. Under such conditions, the head-start feature will result in an improvement 
in the performance of the synthetic CV chart.

However, when the process shifts only happen after the process has been operating 
for quite some time (commonly referred to as the steady-state condition), it is unlikely for 
a non-conforming sample to be encountered not long after the starting time. As a result, it 
is likely that the first CRL will be more than L, and the head-start feature will not result in 
an advantage anymore. In this paper, the performance of the synthetic CV chart when the 
head-start advantage has faded away will be studied. This is important so that practitioners 
can evaluate the performance of the synthetic CV chart without the head-start advantage, 
which is likely to occur in a steady-state condition.

Davis and Woodall (2002) were the pioneer who propose the steady-state synthetic 
X  chart. Recently, Knoth (2016) conducted a thorough study on the synthetic X  chart 

by considering two steady-state assumptions, i.e., conditional, and cyclical steady-states. 
Conditional steady-state assumes that there are no false alarms before the shift, while the 
cyclical steady-state assumes that a series of false alarms may happen before the shift. 
Formulae for the conditional and cyclical ARLs are derived. There is a significant difference 
between the zero-state and steady-state performance of the synthetic X  chart. For small 
and moderate shifts, the zero-state synthetic X  chart performs better than the run rules 
chart, while for large shifts, it performs better than the EWMA chart. However, the synthetic 
X  chart shows the worst steady-state performance compared to the steady-state EWMA 

and run rules charts (Knoth, 2016). 
Teoh et al. (2016) compared the cyclical steady-state performance of the synthetic 

and EWMA CV charts. However, the methodology to evaluate the cyclical steady-state 
performance is not given. Furthermore, the conditional steady-state performance is not 
studied in Teoh et al. (2016). This paper provides the formulae for the conditional and 
cyclical steady-states, so that practitioners can easily evaluate the steady-state performance 
of the synthetic CV chart. The methodology to obtain the optimal chart parameters based 
on the steady-state performance is also provided. Furthermore, this paper also evaluates 
the impact of different assumptions on initial states towards the ARL, which is not studied 
in Teoh et al. (2016). The initial state refers to the state prior to the shift in the process. 
This paper considers two designs. Both designs evaluate the steady-state performance. In 
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the first design, chart parameters that optimizes the zero-state ARL are adopted, while the 
second design optimizes the steady-state ARL. These two designs are, then, compared to 
evaluate whether the second design results in a significant improvement compared to the 
first design. 

MATERIALS AND METHODS

This section starts with a review of the operations of the synthetic CV chart. Subsequently, 
the zero and steady-state ARL of the synthetic CV chart is discussed. 

The synthetic CV chart classifies a sample as non-conforming if the sample CV is 
either above the upper control limit (UCL) or below the lower control limit (LCL), i.e., 
ˆ LCLγ <  or ˆ LCLγ < . By letting “0” denote a conforming sample and “1” denote a non-

conforming sample, a series of samples can be illustrated as a sequence of zeros and ones. 
For example, 10010 shows a series of five samples, where the non-conforming samples are 
the first and fourth samples. The digits to the right show whether the most recent sample 
is conforming/non-conforming, while digits to the left shows whether the earlier samples 
are conforming or non-conforming. 

When two successive “1”s are encountered, the number of samples between the 
successive “1”s are defined as the CRL, where the CRL includes the ending non-conforming 
sample. For example, the CRL is 4 for string 10001. When CRL L≤ , the process is OOC, 
conversely it is IC. For example, the string 10001 is IC if L is set as 3, while it is OOC if 
L is set as 4, or any value more than 4.

When two successive non-conforming samples are encountered, the synthetic chart 
determines whether the process is IC or OOC by counting the number of conforming 
samples between successive non-conforming samples. However, when the first non-
conforming sample is encountered, the CRL will simply be the number of samples until 
this non-conforming sample is encountered. This is called the head-start feature. For 
example, CRLs for the initial strings 1, 01, 001 and 0001 are 1, 2, 3 and 4, respectively. 
If L is set as 3, the first three strings will result in an OOC signal, while the fourth string 
results in an IC signal.

The head-start feature will result in a faster detection under a zero-state assumption. 
However, under the steady-state condition (where the process becomes OOC after the 
process has been operating for some time), the head-start advantage would have faded 
away. Hence, it is important for practitioners to evaluate the steady-state performance of 
the synthetic CV chart without the head-start advantage. 

Zero-state ARL 

Castagliola et al. (2011) has shown that the cumulative distribution function (cdf) of γ̂  
in Equation 1. 
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       ( )ˆ , 1 1,t
n nF x n F n

xγ γ
γ

 
= − −  

 
                            			          [1]

Where . 1,t
nF n
γ

 
−  

 
is the non-central t-distribution with (n–1) degrees of freedom and

non-centrality parameter n
γ

, with n being the sample size and γ the CV.

Inverting the cdf in Equation 1 gives Equation 2,

                                   		         [2]

with 1 . 1,t
nF n
γ

−
 

−  
 

 being the inverse cdf of the non-central t distribution. From

Equation 1 and 2, if ( )
ˆ

1 ,F n x
γ

α γ− = ,  then ( )ˆ ,F x nγ γ α= .  In other words, 
( )

ˆ

1 ,F n
γ

α γ−  evaluates the value of x such that ( )ˆP xγ α≤ = . In control chart 
design, α  is usually related to the false alarm probability, so that the control 
limits can be determined to obtain a false alarm probability set by the practitioner.

The LCL and UCL can be obtained as Equation 3,

1

0

LCL
1 1,

2t

n
p nF n

γ
−

=
 
− − 

 

                                             			          [3]

and Equation 4.

1

0

UCL
1,

2t

n
p nF n

γ
−

=
 

− 
 

                                                 			          [4]

Where 0γ  is the IC CV and p is the probability the sample CV falls outside the LCL and 
UCL when the process is IC. Note that p is usually determined to fix the IC run length. 

Let A and B be the probabilities a sample is conforming and non-conforming, 
respectively. A is obtained as Equation 5,

( )ˆLCL UCLA P γ= < <

                                                          	         [5]

with ( )ˆ .Fγ  defined in Equation 1 and 1B A= − . By merging Equation 1 and 5, A can be 
computed as Equation 6.

1, 1, .
LCL UCLt t

n n n nA F n F n
γ γ

   
= − − −      

                                        		         [6]
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To construct the Markov chain, we define the states 0, 1, …, L-1 as the number of “0”s 
after the most recent 1, and state L as the state with at least L “0”s after the most recent 
1. For example, for L = 3, the states 0, 1, 2 and 3 represent the initial strings 001, 010, 
100 and 000, respectively. The transition probability matrix is constructed as Equation 7,

0 0 0 0 ... 0 0
1 0 0 0 ... 0 0
2 0 0 0 ... 0 0
: : : : : : : : :

2 0 0 0 0 ... 0
1 0 0 0 0 ... 0

0 0 0 ... 0 0
OOC 0 0 0 0 ... 0 0 1

A B
A B

A B

L A B
L A B

L B A

 
 
 
 
 
 =  −
 

−  
 
  
 

P                                         	       [7]

where OOC is the absorbing OOC state. Note that the states of the Markov chain in Equation 
7 are defined differently from most synthetic papers. By referring to the state definitions 
in Davis and Woodall (2002), states 0, 1, …, L-1 in this paper is equivalent to states 1, 2, 
…, L in Davis and Woodall (2002), while state L in this paper is equivalent to state 0 in 
Davis and Woodall (2002). P  in Equation 7 can be converted to the same form as that in 
Davis and Woodall (2002) by shifting the row and column for state L to the first row and 
column, respectively. 

The rationale behind adopting slightly different state definitions is to facilitate a more 
intuitive analysis of the performance for the synthetic CV chart under different initial states. 
By referring to the state definitions in the preceding paragraph, as the states become larger, 
the non-conforming sample moves towards the left (except for State L where all the samples 
are conforming). This shows that the smaller states have a more recent occurrence of the 
non-conforming sample. By studying the performance of the chart as the states increases, 
practitioners will be able to easily observe the impact of the non-conforming sample’s 
position on the performance of the chart. 

By removing the last row and column of P , a transient ( ) ( )1 1L L+ × +  sub-matrix Q  
is obtained. The ARL is computed as Equation 8.

( ) 1TARL −= −q I Q 1                                                  				          [8]

Where q  is the ( )1 1L + × vector of initial probabilities for the transient states, I  is an 
( ) ( )1 1L L+ × +  identity matrix and 1  is an ( )1 1L + ×  vector of ones. Under the zero-state 
assumption, ( )1,0, ,0 T=q 

. In addition, zero-state ARLs for all possible starting states 
can also be obtained by solving ( )− =I Q 1l , where l ( )0 1, , T

Ll l l=   are the ARLs for 
the different starting states. By letting ( )1 Lr B A= − , Knoth (2016) has defined Equation 9.

( ) ( )( )11

          0             1           ...            1               

1 11 11 1 1... ,
LLL

T

L L

A AA A
r r r r B

− −−

−

 + −+ − = +
 
 

l

                            		        [9]
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Where the ARL0 is computed by letting 0γ γ= in Equation 6 to obtain the A and B in 
Equation 9, while the ARL1 is computed by letting 0γ τγ= , with τ  being the shift size 
the practitioner is interested to detect. Note that although notionally different and with 
different state definitions as mentioned in the preceding paragraph, Tl  in Equation 9 is 
the same as the ARL vector in Shongwe and Graham (2017; 2019). However, note that 
Shongwe and Graham (2017; 2019) conducted a study for the synthetic X chart, while 
this paper studies the synthetic CV chart.

Steady-state ARL 

The distribution for different initial states before the change point ( )θ  is studied in this 
section. The distribution is based on conditional and cyclical assumptions, and it will be 
utilized in formulating the steady-state ARLs.

To obtain the conditional stationary density, let ( )0 1 1
T

L Lπ π π π−=ψ  be 
the quasi-stationary density conditioned on no false alarm before θ, where iπ  is the state 
i stationary probabilities, i = 0, 1, …, L. From Markov chain theory, Tψ can be obtained 
by solving the equations T ϕ=Q ψ ψ and 1T =ψ 1 , where Tψ is obtained as Equation 10.

1

           0  1   ...     1      

...  ,
L

T

L L

A As s s s
B
ϕ

ϕ ϕ

−

−

  
=      

ψ
                                       		      [10]

Where 1 As
ϕ

= − . ϕ  is obtained by solving 1T =ψ 1  numerically with the starting value 
0 1.ϕ =  

To obtain the cyclical stationary density, it needs to be considered that the process 
restarts at the zero-state level after a false alarm. Hence, the matrix Q  is modified by adding 
the contents of the last column of Q  into the first column of Q . We refer to this modified 
matrix as *Q . By adopting a similar approach as that for the conditional probability 
distribution ψ , the cyclical stationary density is obtained as Equation 11,

( )1
*

          0    1  ...   1  

... ,L L

L L

B AB A B A−

−

=ψ
                                           		       [11]

which is the cyclical stationary distribution for the synthetic chart. The cyclical stationary 
distribution for the synthetic chart was first discussed and formulated by Machado and 
Costa (2014). Note that Machado and Costa (2014) investigated the performance for the 
synthetic X  chart, while this paper studies the performance of the synthetic CV chart.

From the conditional and cyclical distributions in Equation 10 and 11, the conditional 
and cyclical steady-state ARLs, denoted as ARLcond and ARLcyc respectively, is obtained 
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as Equation 12, 

0 0

0 00 0 0 0

0 00 0

0 0

1 1
,

1 1

L L

L

A A
As sAA AB B B r
A

δ
δ

δ δ

δ

ϕ ϕϕ ϕ

ϕ ϕ

      
   − −   
      = + + +   

− −   
   
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								                                      [12]

and Equation 13.

cyc *,0ARL T
δ= ø l                             

0
0

0

1
L LA AA B

A A
r

δ
δ

δ

δ

−
+

−
=

                                                
                                                                                  [13]

Where the subscripts 0 and δ denote the IC and OOC versions. The longer term in Equation 
13 is like that of Wu et al. (2010). Note that Wu et al. (2010) studied the performance for 
the synthetic X  chart, while this paper studies the performance of the synthetic CV chart.

RESULTS AND DISCUSSION

This section starts with a study on the performance of the synthetic CV chart under different 
initial states, and the probability for different initial states under the conditional and cyclical 
steady-state assumptions. The initial states refer to the state before the process shift. Next, 
the steady-state performance of the synthetic CV chart is studied based on two designs. 
Finally, the zero and steady-state performance of the synthetic CV chart is compared with 
the EWMA, run rules and Shewhart CV charts.

Synthetic CV Chart Under Different Initial States

In this section, the impact of different initial states on the performance of the synthetic 
CV chart is studied. Unlike the zero-state ARL which assumes that the initial state is zero, 
the actual initial state can belong to any of the states 0, 1, …, L. This section investigates 
the effects on the ARL1 when the optimal chart parameters that minimize the zero-state 
ARL1 is adopted on processes with a non-zero initial state. The probability for different 
initial states is also obtained. The effects on the ARL1 and the initial state probabilities are 
evaluated based on the conditional and cyclical assumptions.

The optimal chart parameters and ARL1 for n = 5 and { }1.10,1.25,1.50,2.00τ ∈  from 
Calzada and Scariano (2013) is shown in Table 1. Note that the optimal chart parameters 
from Calzada and Scariano (2013) is based on the zero-state ARL1.
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The ARL1 shown in Table 1 can only be obtained under a zero-state condition or if 
the initial state is 0. However, under the steady-state assumption, the initial state may not 
be zero, and the ARL1 shown in Table 1 may not be obtained. For example, the zero-state 
ARL1 for 0,1,...,i L=  is 115.39. However, the ARL1 might not be 115.39 if the initial state 
is not 0. Hence, this section will look at the actual ARL1 for different initial states. For an 
initial state i, 0,1,...,i L= , this is achieved by letting the ( )th1i +  element of the vector 
q  be 1, while letting the other elements of q  be zero. Table 2 shows the conditional and 
cyclical probabilities, as well as the ARL1 for different initial states, when the optimal 
chart parameters in Table 1 is adopted, where similar with Table 1, n = 5 and 0 0.05γ = . 
Due to space constraints and the consistency in the trends, only results for states 0,1, L-1 
and L are shown in Table 2.

The same optimal chart parameters in Table 1 are adopted in Table 2. This is to study 
the effects of adopting these chart parameters for cases where the initial state is not zero. 
For example, for 05, 0.05n γ= =  and 1.10τ = , this paper investigates the impact towards 
ARL1 when the optimal chart parameters ( )73, 0.01031, 0.09943L LCL UCL= = = , obtained 
to optimize the ARL1 based on a zero initial state, is implemented on processes with a 
non-zero initial state, i.e. any initial state from states 1 to 73. This will enable us to study 
the actual performance of the chart when the initial state is not zero, as shown in Table 2. 

Table 1	
Optimal chart parameters and ARL1 of the zero-state synthetic CV chart for n = 5, 0 0.05γ = and 

{ }1.10,1.25,1.50,2.00τ ∈

τ L LCL UCL ARL1

1.10 73 0.01031 0.09943 115.39
1.25 30 0.01142 0.09651 24.02
1.50 12 0.01277 0.09326 5.76
2.00 5 0.01426 0.08993 1.97

By moving vertically down the second last column of Table 2, the ARL1 increases 
gradually as the initial state becomes larger. The last column of Table 2 shows the 
percentage increase from the zero-state ARL1. The differences between the ARL1 for an 
initial state of zero and an initial state of L can be quite large, especially for small shift 
sizes of 1.10τ = . For example, when 1.10τ = , the ARL1 increases by 63.39% from 
115.39 when the initial state is zero to 188.53 when the initial state is 73. A similar trend 
is also shown for other values of τ . This shows that the actual performance will differ 
from that shown by the zero-state ARL1 when the state before the change point is not zero. 
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Steady-state Performance 

This section evaluates the conditional and cyclical steady-state ARL1s. The first design 
adopts chart parameters that are optimal for the zero-state ARL1, while the second design 
adopts chart parameters that are optimal for the steady-state ARL1. 

First Design. The optimal chart parameters based on the methodology by Calzada and 
Scariano (2013), which optimizes the zero-state ARL1, is adopted in this design. The value 

Table 2	
The conditional probability, cyclical probability and ARL1 for different initial states based on the optimal chart 
parameters for the zero-state synthetic CV chart

τ L LCL UCL Initial 
state

Conditional 
Probability

Cyclical 
Probability

ARL1 Percentage 
Increase 
from the 

Zero-state 
ARL1

1.10 73 0.01031 0.09943 0 0.00482 0.00685 115.39 0%

1 0.00480 0.00680 115.97 0.50%

72 0.00341 0.00418 186.96 62.02%

73 0.70264 0.60547 188.53 63.39%

1.25 30 0.01142 0.09651 0 0.00802 0.01019 24.02 0%

1 0.00796 0.01009 24.28 1.08%

29 0.00635 0.00757 41.95 74.65%

30 0.78532 0.73536 43.20 79.85%

1.50 12 0.01277 0.09326 0 0.01335 0.01565 5.76 0%

1 0.01317 0.01540 5.87 1.91%

11 0.01151 0.01316 9.96 72.92%

12 0.85107 0.82757 11.05 91.84%

2.00 5 0.01426 0.08993 0 0.02142 0.02381 1.97 0%

1 0.02096 0.02324 2.03 3.05%

4 0.01964 0.02162 2.87 45.69%

5 0.89740 0.88649 3.89 97.46%
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of p in Equation 3 and 4 is obtained so that the zero-state ARL0 = 370.4. Table 3 shows 
the zero-state, conditional and cyclical steady-state ARL1s based on these optimal chart 
parameters for { }0 0.05,0.10,0.20γ ∈ , { }5,10,15n∈ and { }1.10,1.25,1.50,2.00τ ∈ . In 
parenthesis beside the steady-state ARL1s are the percentage increase from the zero-state 
ARL1. The first three columns of Table 3 show the optimal ( ), ,L LCL UCL which minimizes 
the zero-state ARL1 in Equation 8, subject to the constraint ARL0 = 370.4. 

	
Table 3	
The conditional and cyclical steady state 1'ARL  when chart parameters which optimizes the zero-state 
ARL1 are adopted

0 0.05γ =

n = 5

τ L LCL UCL Zero-state
ARL1

Conditional 
Steady-state 

1ARL'

Cyclical Steady-
state

1ARL'
1.10 73 0.01031 0.09943 115.39 175.10 (51.75%) 170.37 (47.65%)
1.25 30 0.01142 0.09651 24.02 40.47 (68.48%) 39.81 (65.74%)
1.50 12 0.01277 0.09326 5.76 10.47 (81.77%) 10.37 (80.03%)
2.00 5 0.01426 0.08993 1.97 3.73 (89.34%) 3.71 (88.32%)

n = 10
1.10 57 0.02118 0.08237 78.87 122.40 (55.19%) 119.56 (51.59%)
1.25 17 0.02277 0.07975 11.48 20.03 (74.48%) 19.82 (72.65%)
1.50 6 0.02435 0.07727 2.71 5.05 (86.35%) 5.03 (85.61%)
2.00 3 0.02550 0.07552 1.22 2.35 (92.62%) 2.34 (91.80%)

n = 15
1.10 46 0.02651 0.07554 58.48 92.21 (57.68%) 90.36 (54.51%)
1.25 12 0.02814 0.07304 7.18 12.50 (74.09%) 12.39 (72.56%)
1.50 4 0.02965 0.07109 1.86 3.50 (88.17%) 3.49 (87.63%)
2.00 2 0.03070 0.06968 1.07 2.06 (92.52%) 2.05 (91.59%)

0 0.10γ =

n = 5
1.10 73 0.02057 0.20079 116.16 176.19 (51.68%) 171.44 (47.59%)
1.25 31 0.02271 0.19499 24.34 41.06 (68.69%) 40.37 (65.86%)
1.50 12 0.02549 0.18805 5.85 10.62 (81.54%) 10.53 (80.00%)
2.00 5 0.02846 0.18120 2.00 3.78 (89.00%) 3.76 (88.00%)
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Table 3 (Continued)

0 0.05γ =

τ L LCL UCL Zero-state 
ARL1

Conditional 
Steady-state 

1ARL'

Cyclical 
Steady-state 

1ARL'
n = 10

1.10 59 0.04217 0.16590 79.77 124.06 
(55.52%)

121.08 
(51.79%)

1.25 17 0.04544 0.16038 11.71 20.37 (73.95%) 20.15 
(72.08%)

1.50 6 0.04859 0.15533 2.76 5.15 (86.59%) 5.12 
(85.51%)

2.00 3 0.05090 0.15175 1.24 2.37 (91.13%) 2.37 
(91.13%)

n = 15
1.10 46 0.05291 0.15180 59.32 93.43 (57.50%) 91.57 

(54.37%)
1.25 12 0.05616 0.14702 7.33 13.04 (77.90%) 12.94 

(76.53%)
1.50 4 0.05919 0.14273 1.89 3.56 (88.36%) 3.54 

(87.30%)
2.00 2 0.06128 0.13985 1.07 2.07 (93.46%) 2.06 

(92.52%)

0 0.20γ =

n = 5
1.10 73 0.04080 0.41798 119.29 180.34 

(51.18%)
175.52 

(47.14%)
1.25 32 0.04488 0.40525 25.68 43.19 (68.19%) 42.45 

(65.30%)
1.50 12 0.05057 0.38902 6.25 11.28 (80.48%) 11.18 

(78.88%)
2.00 5 0.05647 0.37369 2.13 4.01 (88.26%) 3.99 

(87.32%)
n = 10

1.10 59 0.08355 0.34021 83.48 129.14 
(54.70%)

126.08 
(51.03%)

1.25 18 0.08976 0.32867 12.65 21.92 (73.28%) 21.68 
(71.38%)

1.50 6 0.09636 0.31705 2.98 5.52 (85.23%) 5.49 
(84.23%)

2.00 3 0.10096 0.30929 1.29 2.48 (92.25%) 2.47 
(91.47%)
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From Table 3, the conditional and cyclical ARL1 is larger than the zero-state ARL1, 
especially for small values of τ . For instance, when 0 0.05,  5nγ = =  and 1.10τ = , under 
a zero-state assumption, practitioners would assume that the ARL1 is 115.39. However, 
if these chart parameters are adopted for the steady-state condition, the ARL1 increases 
to 175.10 and 170.37, respectively under conditional and cyclical assumptions. For ease 
of reference, the steady-state ARL1s based on optimal chart parameters that minimize the 
zero-state ARL1 is referred to as 1ARL' . There is a large difference between the zero-state 
ARL1 and 1ARL' when τ  and n is small. As a result, under the steady-state condition, the 
zero-state ARL1 gives an incorrect evaluation of the actual performance and will likely 
lead to a lack of confidence towards the chart. 

There is a smaller difference between the zero-state ARL1 and 1ARL' for larger values of 
n and τ , although a higher percentage increase from the zero-state is shown. For example, 
when 0 0.05,  5nγ = = and 1.10τ = , the difference between the zero-state ARL1 with the 
conditional and cyclical 1ARL' s are 59.71 and 54.98, respectively, but when 0 0.05,  5nγ = =  
and , the corresponding difference reduces to 1.76 and 1.74, respectively, while when 

0 0.05,  15nγ = =  and 1.10τ = , the corresponding difference reduces to 33.73 and 31.88.   
There are minimal differences between the conditional and cyclical 1ARL' , with 

the conditional 1ARL'  being slightly larger than the cyclical 1ARL' . For example, when 
0 0.05,  5nγ = =  and 1.10τ = , the conditional and cyclical steady states 1ARL' s are 175.10 

and 170.37, respectively, with a difference of 2.70%. For larger values of τ , the differences 
are even smaller. For example, when 0 0.05,  5nγ = =  and 2.00τ = , the conditional and 
cyclical steady states 1ARL' is 3.73 and 3.71, respectively, with a minimal difference of 
0.54%.  

Second Design. Alternative optimal chart parameters (L, LCL, UCL) are proposed to 
minimize the conditional and cyclical steady-state ARL1s, unlike in first design where 

Table 3 (Continued)

0 0.05γ =

τ L LCL UCL Zero-state 
ARL1

Conditional 
Steady-state 

1ARL'   

Cyclical Steady-
state

1ARL'  
n = 15

1.10 49 0.10461 0.30989 62.78 98.81 (57.39%) 96.73 (54.08%)
1.25 13 0.11098 0.29973 7.97 14.15 (77.54%) 14.02 (75.91%)
1.50 5 0.11617 0.29178 2.02 3.82 (89.11%) 3.80 (88.12%)
2.00 2 0.12164 0.28368 1.10 2.12 (92.73%) 2.11 (91.82%)



Pertanika J. Sci. & Technol. 29 (3): 2149 - 2173 (2021) 2163

Evaluating the Steady-state Synthetic CV Chart

they are chosen to minimize the zero-state ARL1. The chart parameters can be obtained 
through the following steps.

1.	 Specify 0γ , n and τ .
2.	 Set L = 1.
3.	 Numerically solve 0ARL 370.4=  to obtain p. This is achieved by using numerical 

methods in the Scicoslab software to find the value of p to solve 
( )( )
1 370.4.

1 1 Lp p
=

− −

4.	 By substituting p in Step 3 into Equation 3 and 4, the LCL and UCL are obtained.
5.	 Calculate the conditional (cyclical) ARL1 from Equation 12 (Equation 13) with 

the current combination of (L, LCL, UCL). 
6.	 Increase L by 1.
7.	 Repeat Steps 3 to 6 until the conditional (cyclical) ARL1 for L+1 is larger than the 

conditional (cyclical) ARL1 for L. 
The (L, LCL, UCL) with the smallest conditional (cyclical) ARL1 are considered the 

optimal chart parameters. In Step 3, p is obtained by solving the zero-state ARL0, instead 
of solving the steady-state ARL0 with 0δ =  in Equation 12 or 13. This is to ensure that 
both the first and second designs have the same IC run length performance, so that a fair 
comparison can be made between these two designs. 

The optimal chart  parameters,  condit ional  and cyclical  ARL 1s when 
{ }0 0.05,0.10,0.20γ ∈ , { }5,10,15n∈ and { }1.10,1.25,1.50,2.00τ ∈ are shown in Table 4. 

In parenthesis beside the ARL1s are the percentage improvement compared to the 
first design in Table 3.

From Table 4, for smaller shift sizes, the conditional and cyclical ARL1 adopting 
the optimal chart parameters that minimize the steady-state ARL1 are smaller than the 
corresponding 1ARL'  that is based on the optimal parameters that minimize the zero-
state ARL1. For instance, when 0 0.05γ = , 5n =  and 1.10τ = , the conditional and 
cyclical 1ARL' are 175.10 and 170.37, respectively, when the parameters from Table 3 are 
adopted. However, when the optimal parameters that minimizes the steady-state ARL1 
are adopted, the conditional and cyclical ARL1 are 161.45 and 160.88, respectively. This 
shows a percentage improvement of 7.80% and 5.57%, respectively, when the correct 
optimal parameters are adopted. The reduction on ARL1 shows that less average number 
of samples are required to detect the OOC condition. This results in quicker corrective 
action taken to repair the process and reduces the number of defective products produced 
due to an OOC process. For large shift sizes, there are minimal or no difference between 
the ARL1 in Table 3 and 4.	
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Table 4	
The optimal chart parameters and ARL1 for the conditional and cyclical steady-state synthetic CV chart

0 0.05γ =

τ

Conditional Steady State Cyclical Steady State
n = 5

L LCL UCL ARL1 L LCL UCL ARL1

1.10 13 0.01264 0.09355 161.45 
(7.80%)

14 0.01253 0.09382 160.88 
(5.57%)

1.25 14 0.01253 0.09382 39.18 
(3.19%)

15 0.01242 0.09407 38.91 
(2.26%)

1.50 8 0.01343 0.09174 10.32 
(1.43%)

8 0.01343 0.09174 10.26 
(1.06%)

2.00 4 0.01467 0.08905 3.72 
(0.27%)

4 0.01467 0.08905 3.71 (0%)

τ n = 10

1.10 14 0.02305 0.07930 114.48 
(6.47%)

15 0.02295 0.07846 113.95 
(4.69%)

1.25 9 0.02371 0.07826 19.53 
(2.50%) 

9 0.02371 0.07826 19.42 
(2.02%)

1.50 4 0.02501 0.07626 5.02 
(0.59%)

5 0.02464 0.07682 5.01 
(0.40%)

2.00 3 0.02550 0.07552 2.35 (0%) 3 0.02550 0.07552 2.34 (0%)

τ n = 15

1.10 13 0.02804 0.07335 86.97 
(5.75%)

15 0.02785 0.07361 86.55 
(4.22%)

1.25 7 0.02886 0.07219 12.53 
(-0.24%)

7 0.02886 0.07219 12.47 
(-0.65%)

1.50 3 0.03008 0.07052 3.50 (0%) 3 0.03008 0.07052 3.40 
(2.58%)

2.00 2 0.03070 0.06968 2.06 (0%) 2 0.03070 0.06968 2.05 (0%)

0 0.10γ =

τ n = 5
1.10 13 0.02524 0.18865 162.36 

(7.85%)
14 0.02501 0.18921 161.78 

(5.63%)
1.25 14 0.02501 0.18921 39.66 

(3.53%)
15 0.02480 0.18973 39.38 

(2.45%)
1.50 8 0.02681 0.18493 10.48 

(1.32%)
8 0.02681 0.18493 10.42 

(1.04%)

2.00 4 0.02928 0.17940 3.77 
(0.26%)

4 0.02928 0.17940 3.76 (0%)
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0 0.05γ =

Conditional Steady State Cyclical Steady State

L LCL UCL ARL1 L LCL UCL ARL1

τ n = 10

1.10 14 0.04600 0.15947 115.66 
(7.26%)

15 0.04580 0.15980 115.12 
(4.92%)

1.25 9 0.04732 0.15734 19.88 
(2.41%)

10 0.04700 0.15785 19.78 
(1.84%)

1.50 4 0.04992 0.15326 5.12 
(0.58%)

5 0.04918 0.15440 5.09 
(0.59%)

2.00 3 0.05090 0.15175 2.37 (0%) 3 0.05090 0.15175 2.37 (0%)

n = 15

1.10 13 0.05596 0.14732 88.12 
(5.68%)

15 0.05559 0.14785 87.68 
(4.25%)

1.25 7 0.05761 0.14496 12.78 
(1.99%)

7 0.05761 0.14496 12.72 
(1.70%)

1.50 3 0.06004 0.14155 3.55 
(0.28%)

3 0.06004 0.14155 3.54 (0%)

2.00 2 0.06128 0.13985 2.07 (0%) 2 0.06128 0.13985 2.06 (0%)

0 0.20γ =

τ n = 5

1.10 13 0.05007 0.39038 166.11 
(7.89%)

13 0.05007 0.39038 165.54 
(5.69%)

1.25 14 0.04961 0.39164 41.67 
(3.65%)

15 0.04919 0.39280 41.38 
(2.52%)

1.50 8 0.05320 0.38201 11.15 
(1.15%)

8 0.05320 0.38201 11.08 
(0.89%)

2.00 4 0.05810 0.36966 4.01 (0%) 5 0.05647 0.37369 3.99 (0%)

τ n = 10

1.10 13 0.09163 0.32531 120.45 
(6.73%)

15 0.09080 0.32680 119.90 
(4.90%)

1.25 9 0.09383 0.32143 21.36 
(2.55%)

10 0.09319 0.32255 21.24 
(2.03%)

1.50 5 0.09754 0.31504 5.49 
(0.54%)

5 0.09754 0.31504 5.47 
(0.36%)

2.00 3 0.10097 0.30929 2.48 (0%) 3 0.10096 0.30929 2.47 (0%)

Table 4 (Continued)
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The difference between the conditional and cyclical ARL1 by adopting the optimal chart 
parameters that minimize the steady-state ARL1 are smaller compared to the one in Table 
3. For example, for 0 0.05γ = , 5n = and 1.10τ = , the conditional and cyclical ARL1 are 
161.45 and 160.88 in Table 4 (a difference of 0.35%), but for Table 3, they are 175.10 and 
170.37 (a difference of 2.70%). Similar with Knoth (2016), the optimal L in Table 4 is 
smaller than the optimal L in Table 3, especially for small shift sizes. For example, when 

0 0.05γ = , 5n =  and 1.10τ = , the optimal L in Table 4 is 13 and 14 under the conditional 
and cyclical assumptions, respectively, while the corresponding optimal L in Table 3 is 73. 
Meanwhile, a larger LCL and smaller UCL is observed in Table 4, compared with Table 3. 
For example, when 0 0.05γ = , 5n =  and 1.10τ = , the optimal (LCL, UCL) in Table 4 is 
(0.01264, 0.09355) and  (0.01253, 0.09832) under the conditional and cyclical assumptions, 
respectively, while the corresponding optimal (LCL, UCL) in Table 3 is (0.01031, 0.09943). 
Hence, the range of CV values for a sample to be identified as conforming has been 
reduced and will likely result in an increase in the occurrence of non-conforming samples. 
From Equation 5, a larger LCL and smaller UCL will decrease the probability for A, thus 
increasing the probability of non-conforming samples. For example, when 0 0.05γ = , 5n =
and 1.10τ = , the probability of a non-conforming sample is 0.02659 and 0.01784 for the 
conditional and cyclical assumptions in Table 4, respectively, while the corresponding 
probability of a non-conforming sample in Table 3 is 0.01367.   

Although the second design results in better steady-state performance than the first 
design for small shift sizes, the ARL1 is still quite large compared with the zero-state ARL1. 
As expected, the zero-state ARL1 does not give a true picture on the chart’s performance 
under the steady-state condition.

Performance Comparisons

The synthetic CV chart is compared with the run rules, EWMA and Shewhart CV charts 
in this section. Castagliola et al. (2013) and Castagliola et al. (2011) gave a thorough 
discussion on the run rules and EWMA CV charts, respectively. 

The zero-state ARL1 of these charts, for { }0 0.05,0.10,0.20γ ∈ , { }5,10,15n∈ and 
{ }1.1,1.2,1.5,2.0τ ∈ are shown in Table 5. In parenthesis are the percentage of improvement 

of the run rules, EWMA and Shewhart CV charts compared to the synthetic CV chart, 
where a negative percentage shows that the synthetic CV chart performs better. The 
optimal L in Table 3 is adopted for the synthetic CV chart. For instance, when n = 5 and 

0 0.05γ = , L = 73, 30, 12 and 5 for 1.10,1.25,1.50 and 2.00τ = , respectively. Besides 
that, it is assumed that the initial state for the synthetic CV chart is state 0 since that is 
the assumption for the zero-state design of the chart. 

From Table 5, the zero-state synthetic CV chart outperforms the Shewhart CV chart 
for all 0γ , n and τ . This is especially so for small n and τ , where the difference in ARL1 
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is quite large. The zero-state synthetic CV chart outperforms the zero-state run rules CV 
chart for most cases, except when 1.10τ = for n = 5, where the run rules chart slightly 
outperforms the synthetic chart. The zero-state EWMA chart outperforms the zero-state 
synthetic chart, except when shift sizes are large.

Although the synthetic CV chart seems to outperform the run rules CV chart in most 
cases, the comparison is based on a zero-state assumption. Note that the zero-state synthetic 
CV chart assumes that the initial state is zero. Although a zero initial state results in the 
best performance, the probability for a zero initial state is very small in a steady-state 
scenario. For example, from Table 2, when 0 0.05,γ = 5n =  and 1.10τ = , the conditional 
and cyclical probability of a zero initial state are 0.00482 and 0.00685, respectively. This 
shows that there is a less than 1% chance for the occurrence of the zero-initial state. Hence, 
in Table 6, the conditional and cyclical steady-state ARL1s for synthetic, run rules, EWMA 
and Shewhart CV charts are compared. In parenthesis are the percentage of improvement of 
the run rules, EWMA and Shewhart CV charts compared to the synthetic CV chart, where 
a negative percentage shows that the synthetic CV chart performs better.

By comparing Tables 5 and 6 for the run rules and EWMA charts, negligible differences 
are shown between the zero-state and steady-state ARL1s, since these two charts does not 
involve any head-start feature, while the zero-state and steady-state Shewhart CV charts are 
the same, as no assumptions are required for the initial state. Note that in Table 6, the same 
L as that in Table 4 is adopted for the synthetic chart. For example, for n = 5 and 0 0.05γ = , 
L = 13, 14, 8, and 4 for 1.10,1.25,1.50 and 2.00,τ = respectively for the conditional steady-
state, while L = 14, 15, 8 and 4 for 1.10,1.25,1.50 and 2.00τ = , respectively during cyclical 
steady-states. 

From Table 6, the run rules CV chart outperforms the synthetic CV chart for all n, 0γ
and τ , especially for small n and τ . However, for large n and τ , the synthetic and run 
rules CV charts shows comparable steady-state performance, with the run rules CV chart 
showing slightly better performance. Hence, the synthetic CV chart outperforms the run 
rules CV chart only for a zero-state assumption and not under the steady-state scenario. In 
fact, for numerous cases, the synthetic CV chart is not even better than the basic Shewhart 
CV chart. Since it is more difficult to implement the synthetic CV chart, practitioners would 
rather implement the Shewhart CV chart. Furthermore, the steady-state EWMA CV chart 
outperforms the steady-state synthetic CV chart for all n, 0γ  and τ . Hence, the synthetic 
CV chart does not show good performance under the steady-state scenario.
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Table 6 (Continued)

τ
 γ0 = 0.20

Synthetic Run Rules EWMA Shewhart

Cond Cyc Cond Cyc Cond Cyc

1.10 166.11 165.54 110.83
(33.28%)

110.83
(33.05%)

53.60
(67.73%)

52.50
(68.29%)

163.95
(1.30%)

1.25 41.67 41.38 30.45
(26.93%)

30.45
(26.41%)

15.20
(63.52%)

15.12
(63.46%)

44.98
(-7.94%)

1.50 11.15 11.08 9.18
(17.67%)

9.18
(17.15%)

5.77
(48.25%)

5.79
(47.74%)

11.09
(0.54%)

2.00 4.01 3.99 3.61
(9.98%)

3.61
(9.52%)

2.49
(37.91%)

2.49
(37.59%)

3.05
(23.94%)

n = 10

τ
 γ0 = 0.20

Synthetic Run Rules EWMA Shewhart

Cond Cyc Cond Cyc Cond Cyc

1.10 120.45 119.90 89.02
(26.09%)

89.03
(25.75%)

31.86
(73.55%)

31.89
(73.40%)

125.69
(-4.35%)

1.25 21.36 21.24 17.80
(16.67%)

17.80
(16.20%)

8.61
(59.69%)

8.56
(59.70%)

24.11
(-12.87%)

1.50 5.49 5.47 4.93
(10.20%)

4.93
(9.87%)

3.29
(40.07%)

3.29
(39.85%)

5.09
(7.29%)

2.00 2.48 2.47 2.38
(4.03%)

2.38
(3.64%)

1.51
(39.11%)

1.51
(38.87%)

1.60
(35.48%)

n = 15

τ
 γ0 = 0.20

Synthetic Run Rules EWMA Shewhart

Cond Cyc Cond Cyc Cond Cyc

1.10 92.74 92.30 72.97
(21.32%)

72.97
(20.94%)

23.60
(74.55%)

23.62
(74.41%)

101.34
(-9.27%)

1.25 13.81 13.75 12.10
(12.38%)

12.10
(12.00%)

6.27
(54.60%)

6.23
(54.69%)

15.71
(-13.76%)

1.50 3.79 3.78 3.52
(7.12%)

3.52
(6.88%)

2.42
(36.15%)

2.42
(35.98%)

3.22
(15.04%)

2.00 2.12 2.11 2.08
(1.89%)

2.08
(1.42%)

1.21
(42.92%)

1.21
(42.65%)

1.23
(41.98%)
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CONCLUSIONS

This paper studies the performance of the synthetic CV chart under the more realistic steady-
state condition, where the assignable cause which results in an OOC condition happens 
after the process has been operating for some time. Under the steady-state condition, the 
advantage of the head-start feature has faded away. This paper contributes to the literature 
by highlighting large differences between the steady-state and zero-state performances, 
especially for small shift sizes and sample sizes. Hence, the zero-state performance is not 
an accurate representation for the synthetic CV chart’s performance. Practitioners should 
be cautious in evaluating the performance of the synthetic CV chart based on its zero-state 
performance. 

This paper also proposes an alternative design for the synthetic CV chart based on 
its steady-state performance. The alternative design results in an improvement in the 
steady-state performance of the synthetic CV chart. The proposed design is useful for 
practitioners who intend to adopt the synthetic CV chart to monitor a steady-state process, 
which is more realistic in most practical applications since processes are usually stable 
in the beginning. The synthetic CV chart does not show better steady-state performance 
compared to the run rules and Shewhart CV charts for small sample sizes and shift sizes, 
while comparable performance is shown for large sample sizes and shift sizes. Among 
the charts under comparison, the EWMA CV chart has the best steady-state performance.
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ABSTRACT 

Multiple interactions (e.g., mutualist-resource-competitor-exploiter interactions) type models 
are known to exhibit oscillatory behaviour as a result of their complexity. This large-amplitude 
oscillation often de-stabilises multispecies communities and increases the chances of species 
extinction. What mechanisms help species in a complex ecological system to persist? Some 
studies show that dispersal can stabilise an ecological community and permit multi-species 
coexistence. However, previous empirical and theoretical studies often focused on 
one- or two-species systems, and in real life, we have more than two-species coexisting 
together in nature. Here, we employ a (four-species) multiple interactions type model 
to investigate how competition interacts with other biotic factors and dispersal to shape 
multi-species communities. Our results reveal that dispersal has (de-)stabilising effects 
on the formation of multi-species communities, and this phenomenon shapes coexistence 
mechanisms of interacting species. These contrasting effects of dispersal can best be 
illustrated through its combined influences with the competition. To do this, we employ 
numerical simulation and bifurcation analysis techniques to track the stable and unstable 

attractors of the system. Results show the 
presence of Hopf bifurcations, transcritical 
bifurcations, period-doubling bifurcations 
and limit point bifurcations of cycles as we 
vary the competitive strength in the system. 
Furthermore, our bifurcation analysis 
findings show that stable coexistence 
of multiple species is possible for some 
threshold values of ecologically-relevant 
parameters in this complex system. Overall, 
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we discover that the stability and coexistence mechanisms of multiple species depend 
greatly on the interplay between competition, other biotic components and dispersal in 
multi-species ecological systems.

Keywords: Hopf bifurcation, limit cycle, limit point bifurcation, period-doubling bifurcation, stability, 
transcritical bifurcation.

INTRODUCTION 

Competition for the scarce resource is a renowned interaction that often occurs in an 
ecological system (Gause, 1932). The Lotka-Volterra competition model is a well-known 
competition model (Grover et al., 1997; Mohd, 2019). The result from this model analysis 
shows that two or more species can only coexist if and only if the intraspecific competition 
is greater than interspecific competition (Gotelli, 2008; Mittelbach & McGill, 2019). In 
contrast, if the interspecific competition is greater than the intraspecific competition, this 
scenario leads to the exclusion of species from the system (“principle of competitive 
exclusion”) (Hardin, 1960). However, this situation contrast with real-world phenomena 
as many species coexist in nature and this observation is being postulated as the “paradox 
of phytoplankton” (Hutchinson, 1961). This paradox describes the situation in which a 
limited range of resources supports a great diversity of species. To re-address this problem, 
we hypothesise that there could be some essential mechanisms like dispersal and different 
forces of biotic interactions that lead to the coexistence of complex ecological systems 
(Tubay et al. 2013; Kakishima et al., 2015). Therefore, an important question is, how do 
we generalise a simple coexistence mechanism inferred by classical ecological theories 
to multi-species communities? One possible way to do this is through the use of multiple 
interactions type modelling framework and the incorporation of spatial diffusion mechanism 
into such a system to model the effects of local dispersal of multiple species. 

In general, research on simple ecological communities attempted to integrate different 
modules of interaction into a multi-species system (Kondoh, 2008) and demonstrated that a 
mixed type of interaction is more plausible in modelling natural ecosystems. The complex 
interspecific interactions between multiple species are typical features of ecological 
ecosystems, and those interactions are in the form of predation, parasitism, competition, and 
mutualism. Some studies have suggested that ecological communities (Kondoh & Mougi, 
2015; Mougi & Kondoh, 2012; Mougi & Kondoh, 2014; Mougi, 2016) have a synergistic 
effect between interaction type and species diversity. Some simulation studies involving 
multiple interacting species illustrate complex dynamical behaviours such as oscillations 
and chaotic dynamics (Shabunin et al., 2005). Another modelling work involving a four-
species system demonstrates that dispersal plays an important role in shaping the population 
dynamics of multi-species communities (Kouvaris et al., 2011). It has also been discovered 
that distinct dispersal mechanisms, coupled with species interactions, can determine the 
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occurrence of the different amplitude of oscillations in community structures (Shabunin 
& Provata, 2013).

Dispersal in multi-species communities can stabilise population dynamics, reduces 
local extinction of species and support recolonisation of species (Crowley, 1981; Briggs & 
Hoopes, 2004; Lampert & Hasting, 2016). Dispersal is an essential concept in conservation 
biology and spatial ecology (Hanski, 1998; Crooks & Sanjayan, 2006; Kindlmann & 
burel, 2008; Kool et al., 2013). Dispersal helps species migrate into a new community 
and adapt to the changes in such community (Bullock et al., 2002, Aliyu & Mohd, 2021). 
Several demographic, evolutionary and ecological processes drive dispersal evolution. For 
instance kin competition (Gandon & Rousset, 1999; Bach et al., 2006; Poethke et al., 2007), 
inbreeding avoidance (Gandon, 1999; Perrin & Goudet, 2001), density-dependent factor 
(Poethke & Hovestadt, 2002; Hovestadt et al., 2010), spatio-temporal habitat variability 
(Travis, 2001; Poethke et al., 2003) have been reported to affect dispersal positively by their 
synchronising effects. Synchronising effect is a term used to describe the interactions that 
exist between extrinsic environmental variation and population dynamics. Several empirical 
and theoretical studies have illustrated how antagonistic interactions and environmental 
factors shape the evolution of species dispersal (Mondor et al., 2005; Green, 2009; Poethke 
et al., 2010; Chaianunporn & Hovestadt, 2015; Amarasekare, 2016). Strong oscillation is 
a direct consequence of antagonistic interactions in multi-species communities, and this 
has led to spatio-temporal variation in the species fitness (Green, 2009; Chaianunporn 
&Hovestadt, 2012). Weak dispersal strength has a synchronisation effect on large amplitude 
population cycles across space; a phenomenon called phase-locking (Bjørnstad, 2000; 
Vasseur & Fox, 2009; Vogwill et al., 2009). There is little possibility for dispersal-induced 
stabilisation when the population cycles in the system undergo spatial synchronisation 
(Yaari et al., 2012).

Numerous empirical and theoretical studies have reported how dispersal effects 
reduce species population variability and subsequently, extinction rate (Vogwill et al., 
2009; Abbott, 2011). However, there are divergent views on the impact of dispersal on 
the stability of the multi-species community. Increase in spatial synchrony (i.e. variation 
in time-dependent characteristics or abundance of different geographical populations) is 
a product of stabilising effects of dispersal on a local population (Kendall et al., 2000). In 
some other studies, these synchronisation effects distort species stability and persistence 
(Feyrer et al., 2015; Gouhier et al., 2010). Thus, Hudson and Cattadori (1999) describe 
dispersal as a sword with double-edge: dispersal can reduce species variability through its 
stabilising effects or increase them through synchronisation effects. Some experimental 
studies report that dispersal effects could either be destabilising, stabilising or no effects 
on multi-species communities (Dey & Joshi, 2006; Steiner et al., 2013; Mohd et al., 2017). 
Given these controversies, it becomes imperative to assess the impacts of competition and 
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dispersal on multi-species coexistence. Specifically, it remains unexplored the effects of 
competition and dispersal on multiple interactions type model.

To address this problem, we extend the ecological model by adding the diffusion term; 
this incorporation leads to a system of partial differential equations (PDE) (Mitani & Mougi, 
2017). We investigate numerically how competition and dispersal shape multi-species 
structures, stability and their coexistence mechanisms. From the numerical simulation 
results, we identify several observations as a result of the interplay between competition 
and dispersal in this multiple interactions type system. Finally, we discuss the ecological 
implications of our findings for the conservation of the natural ecosystem.

MATERIAL AND METHODS

Model Description and Theoretical Analysis

We propose a system of PDE for the densities X(x, t), W(x, t), Y (x, t) and Z(x, t) in one-
dimension (0 ≤ x ≤ 1) (Equation 1) (Mitani & Mougi, 2017; Mohd et al., 2017):

		  [1]

where X, W, Y, Z represent the population densities of resource, competitor, exploiter, 
and mutualist species, respectively. The parameter rk  is the rate at which the resource 
species grows; rw is the rate at which the competitor species grows; rz is the rate at which 
the mutualist species grows; α and β represent the strength of competition (i.e., resource 
and competitor species, respectively); a represents capture rate (i.e., the rate at which 
the exploiter species capture the prey). The term g represents the conversion efficiency; 
d represents exploiter species death; u and v represent the benefits from the mutualistic 
interactions (i.e., mutualistic strength of the resource and mutualist species, respectively); 
h X  and h Z  represent the half-saturation constant of resource and mutualist species, 
respectively (i.e., density at which half the average intake of prey is achieved, irrespective 
of the prey population available). It is assumed that the self-regulation mechanism of 
mutualist species (net effect of a mutualist on the other mutualist species) is unity for 
theoretical simplicity. Equation (1) is a spatial extension of the multiple interactions type 
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model (Mitani & Mougi, 2017). In the absence of dispersal (Dx=Dw=Dy=Dz=0), the 
ecological system becomes a system of ordinary differential equations (ODE). The steady 
states of the ODE system can be computed analytically by letting the time-derivative equal 
zero which gives:

1.	 Extinction equilibrium: E0(0 ,0 ,0 ,0) ,
2.	 Extinction of resource species equilibrium: (0,  ( + ( )),  ),

3.	 E x t i n c t i o n  o f  c o m p e t i t o r  s p e c i e s  e q u i l i b r i u m :
( , 0,    ( + ( )),  + ( )),

4.	 Extinction of exploiter species equilibrium: ( ,  - α , 0,   + ( )),

5.	 Extinction of mutualist species equilibrium: ( ,  - α ,  ( ), 0), 

6.	 F o u r - s p e c i e s  c o e x i s t e n c e  e q u i l i b r i u m : 
( ,  - α ,  ( - - - + ), ).

where = ( and
We can analyse the stability of each steady state by using Jacobian matrix to calculate 

their respective eigenvalues, which is given by: 

We note that if all the real parts of the eigenvalues are negative, it follows that the steady 
state is stable. For example, the extinction equilibrium E0(0 ,0 ,0 ,0)  has the following 
eigenvalues: = , = , = - d, and = . and = , = , = - d, and = . Since some eigenvalues are positive and 

= , = , = - d, and = . is negative, it follows that E0(0 ,0 ,0 ,0)  is unstable equilibrium (i.e., saddle type). 
The eigenvalues of the remaining steady states can be calculated using same techniques.

When the effect of local dispersal is considered (D X=D W=D Y=D Z>0 ) and the 
diffusion term is added into the system, the model (1) now becomes a system of PDE, 
which is a spatial extension of the multiple interactions type model (Mitani & Mougi, 
2017). The term Di(i = X, W, Y, Z) represents the dispersal strength along spatial domain 
(x). We assume equal dispersal strength for all the interacting species (DX=DW=DY=DZ= 
0.005). Also, we apply zero-flux boundary conditions for each of the interacting species 
(Equation 2) (i.e., no movement is allowed across the boundaries):
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						     [2]

To solve Equation 1 with the boundary conditions as in Equations 2, we use the 
method of line. This numerical approach is implemented in XPPAUT, which provides a 
good platform for solving PDE systems in one spatial variable x (Mohd, 2019). The spatial 
domain is divided into meshes of M + 1 equivalent points of xi = ih for i = 0, 1,..., M (0 
≤ x ≤ 1). The central difference approximation is then employed to replace the spatial 
derivative in model (1). In this numerical method, the zero-flux boundary conditions are 
encoded into the scheme using finite difference approximation. The resulting transformation 
results in a 4(N+1) ODE scheme, one for each species at spatial location xi. The regular 
ODE solver, cvode, is used for solving the resulting ODE system for t = 1000 (i.e., until 
steady-state). The size of the mesh used in the numerical simulation is h = 0.09. We have 
also used AUTO to continue the steady-state, in which case we tracked the stable, unstable 
and bifurcation points that arise as the parameters change in this ecological system (Omaiye 
& Mohd, 2018). It is also verified that the numerical results are insensitive to changes in 
grid spacing (i.e., by increasing and decreasing the number of finite difference points). 
Since the PDE model (1) is nonlinear, we conducted local stability analysis whereby 
the system is linearised about the steady states via numerical techniques. To do this, the 
Jacobian matrix and the spectrum of eigenvalues are calculated numerically using fsolve 
and eig functions in MATLAB. Note that the steady state is stable if all the real parts of 
the eigenvalues are negative (and otherwise unstable). Further discussion on this topic 
(i.e., numerical stability analysis of PDE system) can be found in the modelling work of 
Mohd (2018). The parameter values used in the numerical simulation are defined in Table 
1, which are motivated by the ecological studies of (Mitani & Mougi, 2017; Mohd et al., 
2017; Mohd et al., 2018).

RESULT

The effects of dispersal on this multiple interactions type system is illustrated in Figures 
1-4. We observe that dispersal influence the coexistence mechanisms of this multi-species 
ecological system. The interacting species disperse from areas of high competition to low 
competition to avoid going extinct due to the complexity of interactions in the community. 
In the later section, it is observed that steady state phenomena and oscillatory dynamics 
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Table 1
Symbols, their definitions and the parameter values used for the numerical simulations

Symbol Definition Parameter value
rk The intrinsic growth rate of resource species 1

rw The intrinsic growth rate of competitor species 1
rz The intrinsic growth rate of the mutualist species 1
u Maximum benefit of the mutualistic interaction 3
v Maximum benefit of the mutualistic interaction 2
a Capture rate 1.8
g Conversion efficiency of the exploiter species 0.25
d Death rate of the exploiter 0.05
hx Half saturation constant of the hyperbolic functional response 1

hz Half saturation constant of the hyperbolic functional response 1
β Competitive strength of the competitor species 0.7
a Competitive strength of the resource species 0.2

DX=DW=DY=DZ Dispersal strength 0.005

Figure 1. The effects of dispersal on the resource species using model (1) with DX=DW=DY=DZ= 0.005. 
Initial species density X(x, t=0) = 0.9, W(x, t=0) = 0.3, Y(x, t=0) = 0.2, Z(x, t=0) = 0.8. The diagram is 
plotted using MATLAB ode15s solver and the parameter values as in Table 1.

Figure 2. The effects of dispersal on the competitor species using model (1) with DX=DW=DY=DZ= 
0.005. Initial species density X(x, t=0) = 0.9, W(x, t=0) = 0.3, Y(x, t=0) = 0.2, Z(x, t=0) = 0.8. The diagram 
is plotted using MATLAB ode15s solver and the parameter values as in Table 1.
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are the plausible behaviour of this multi-species system with dispersal. This findings are 
parallel to some theoretical studies which report that dispersal strength influences species 
coexistence outcomes (i.e., steady state or population oscillation) (Goldwyn & Hastings, 
2008; Williams & Hastings, 2013; Anderson & Hayes, 2018; Bassett et al., 2017; Chow et 
al., 2018).  To have a good understanding of how species competitive strength affects the 
community stability and species coexistence mechanisms, we conduct co-dimension one 
bifurcation analysis using β and α as our bifurcation parameters in the following sections.

Figure 3. The effects of dispersal on the exploiter species using model (1) with DX=DW=DY=DZ= 0.005. 
Initial species density X(x, t=0) = 0.9, W(x, t=0) = 0.3, Y(x, t=0) = 0.2, Z(x, t=0) = 0.8. The diagram is 
plotted using MATLAB ode15s solver and the parameter values as in Table 1.

Figure 4. The effects of dispersal on the mutualist species using model (1) with DX=DW=DY=DZ= 0.005. 
Initial species density X(x, t=0) = 0.9, W(x, t=0) = 0.3, Y(x, t=0) = 0.2, Z(x, t=0) = 0.8. The diagram is 
plotted using MATLAB ode15s solver and the parameter values as in Table 1.
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The Dynamics of the Ode Model in the Absence of Dispersal (D = 0)

Since our goal is to better understand how competitive interactions shape community 
dynamics in multiple interactions type model, we perform co-dimension one bifurcation 
analysis using parameter β, i.e., the strength of competitor species. Bifurcation analysis 
provide a good techniques for studying different dynamics of nonlinear PDE (Mohd, 
2018). As an example, Figure 5 illustrates the population density of prey species (X) as 
parameter β is changed with other parameter values are given in Table 1. There occur 
several critical values in this co-dimension one bifurcation diagram corresponding to 
supercritical Hopf bifurcation (i.e., HB) and transcritical bifurcations (i.e., BP1 and 
BP2). We notice the existence of some branches of steady states, particularly unstable 
(black curves) and stable (red curves) steady states. As the competitive strength β 
increases, the emergence of distinct outcomes of species interactions are observed: (i) 
four-species steady-state (i.e., when β < HB); (ii) bistable outcomes between three- and 
two-species steady states (i.e., when BP2 < β < BP1); (iii) two-species steady states (i.e., 
when β > BP1). When HB < β < BP2, oscillatory behaviour (green dots) emerges with 
population fluctuations in this four-species system are observed; in this case, stable limit 

Figure 5. Co-dimension one bifurcation analysis as the density of species X varies against β in the model 
(1) without dispersal (D = 0). This bifurcation diagram shows different dynamics that occur in the ODE 
system. Initial population densities: X(x; t = 0) = 0:9, W (x; t = 0) = 0:7, Y (x; t = 0) = 0:6, Z(x; t = 0) = 0:8. 
The diagram is plotted using XPPAUT package and the parameter values as in Table 1
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cycles (Figure 6) appear with all steady states of the system become unstable. Due to 
this reason, the trajectories do not converge to any steady-state as it converges to a stable 
limit cycle from positive initial densities. Based on these observations, we realise that 
Hopf bifurcation is the best-known mechanism that mediates oscillatory dynamics in this 
ecological system. These bifurcation changes in dynamics and their consequences on 
species coexistence outcomes has been observed in several other studies (Liu & Huang, 
2018; Gyllenberg et al., 2019; Mohd, 2019; Wei et al. 2020).

Joint Effects of Competition and Dispersal in the Multiple Interactions Type PDE 
Model

To explain the differences observed in the number of species that persist as shown by Figure 
7, we perform co-dimension one bifurcation analysis of the PDE model (1) and the result 
is depicted in Figure 7. This bifurcation diagram shows the density of resource species (X) 
as β varies. There occurs several threshold values of β, which correspond to transcritical 
bifurcation points (i.e., BP1, BP2 and BP3). As we cross these critical points, different 
presence-absence of species are seen: (i) four-species coexistence (i.e., when β < BP3); (ii) 
three-species coexistence with species Y absent (i.e., when BP3 < β < BP2); (iii) two-species 
coexistence with species X and Y absent (i.e., when BP2 < β < BP1); (iv) single-species 
steady-state with only species Z present (i.e., when β > BP1). We realise that transcritical 
bifurcation plays an important factor in determining survival (and exclusion) of different 
interacting species in this multi-species PDE system. It is also discovered that the strength 
of multiple interactions type arising from distinct ecological populations such as resource, 

Figure 6. Stable limit cycle of model (1) with D=0. Initial species density X(x, t=0) = 0.9, W(x, t=0) = 0.3, 
Y(x, t=0) = 0.2, Z(x, t=0) = 0.8. The diagram is plotted using XPPAUT and the parameter values as in Table 1.
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competitor and exploiter species is amplified in the presence of dispersal, which can weaken 
the chance of species survival in the system. 

Closer examination of our bifurcation analysis results without dispersal (Figure 5) 
and with dispersal (Figure 7) illustrates some intriguing observations. We found that the 
inclusion of dispersal into this ecological system promotes more outcomes with four-species 
coexistence steady state. Without dispersal, we observe that oscillatory dynamics are more 
pronounced in this multiple interactions type model with species populations oscillate 
between some maximum and minimum densities. However, one of the concerns with this 
kind of oscillatory dynamics is that some populations of species would fluctuate to a very 
low abundance; in the presence of external factors (e.g., stochasticity), this situation would 
increase the likelihood of extinction and could result in de-stabilisation of multi-species 
communities (Mohd, 2019). This vulnerability is softened by incorporation of dispersal 
into the model: multi-species coexistence outcomes are more likely to occur due to the 
positive effects of dispersal in rescuing some weaker species from going extinct. This 
observation is consistent with the reports in some theoretical studies that dispersal can 

Figure 7. Co-dimension one bifurcation analysis as the density of species X varies against β in the model 
(1) with dispersal (DX=DW=DY=DZ= 0.005). This bifurcation diagram shows different dynamics that 
occur in the ODE system. Initial population densities: X(x; t = 0) = 0:9, W (x; t = 0) = 0:7, Y (x; t = 0) = 
0:6, Z(x; t = 0) = 0:8. The diagram is plotted using XPPAUT package and the parameter values as in Table 1
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induce stability and synchrony in complex systems (Fussell et al., 2019; Verma & Gupta, 
2020; Mohd & Noorani, 2020).

We also investigate the impacts of competition exerted by the resource species, α, on this 
multi-species ecosystem. Figure 8 shows the food web dynamics with respect to the density 
of resource species (X) as α is varied in the case of no-dispersal (D = 0). In general, this 
ecological system exhibits rich bifurcation structures that are of ecological importance. There 
occurs numerous threshold values of α, which determine different outcomes of the model; 
in particular, two supercritical Hopf bifurcations (H1 and H2), transcritical bifurcation (BP), 
period-doubling bifurcations (PD1, PD2 and PD3) and limit point bifurcations of cycles 
(LPC1 to LPC10). It is observed that multi-species coexistence is possible as α < H1 or H2 < 
α < BP. When the competitive strength of the resource species is intense (α > BP), exclusion 
of species occurs with the weaker competing species (W) is being displaced in the long run 
due to competitive asymmetry. In the case of moderate competitive strength (i.e., in between 
H1 and H2), we realise some stimulating complex dynamics in this multiple interactions type 
system: stable (green dots) and unstable (blue dots) limit cycles and period-doublings. We 

Figure 8. Co-dimension one bifurcation analysis as the density of species X varies against α in the model 
(1) without dispersal (D = 0). This bifurcation diagram shows different dynamics that occur in the PDE 
system. Initial population densities: X(x; t = 0) = 0:9, W (x; t = 0) = 0:7, Y (x; t = 0) = 0:6, Z(x; t = 0) = 
0:8. The diagram is plotted using XPPAUT package and the parameter values as in Table 1.



2187Pertanika J. Sci. & Technol. 29 (3): 2175 - 2197 (2021)

Impacts of Competition and Dispersal on Multi-Species System

observe that the stable limit cycles give birth to unstable limit cycles and period-doubling 
bifurcations and, in some cases, this situation could trigger more complex dynamics. The 
complex dynamics associated with period-doubling has been observed in some theoretical 
studies (Selvam & Dhineshbabu, 2020; Bashkirtseva et al., 2019; Gupta & Yadav, 2020; 
Namba et al., 2018; Baek, 2018).

In the presence of dispersal, the system exhibit qualitatively similar bifurcation 
structures (Figure 9) to no-dispersal scenario (Figure 8), as α is varied. This bifurcation 
diagram shows that starting from low (or high) α values do not result in sustained oscillation 
patterns but only lead to attraction towards four- or three-species coexistence steady state. 
Stable limit cycles of different amplitudes occur from supercritical Hopf bifurcation points 
(H1 and H2) as the value of α changes to moderate competitive strength. There occurs 
several period-doubling bifurcations (PD1, PD2 and PD3) and limit point bifurcations 
of cycles (LPC1 to LPC6), which can engender complex dynamical behaviour in this 
ecological system such as aperiodic oscillations (Figure 10). It is also noted that when α 
> BP, competing species (W) is being displaced and thus only three-species coexistence 
outcome is possible in this situation.

Figure 9. Co-dimension one bifurcation analysis as the density of species X varies against α in the model 
(1) with the inclusion of dispersal (DX=DW=DY=DZ= 0.005). This bifurcation diagram shows different 
dynamics that occur in the PDE system. Initial population densities: X(x; t = 0) = 0:9, W (x; t = 0) = 0:7, Y 
(x; t = 0) = 0:6, Z(x; t = 0) = 0:8. The diagram is plotted using XPPAUT package and the parameter values 
as in Table 1.
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DISCUSSION

The ecological theories have emphasised the crucial impacts of competition and dispersal 
in shaping the dynamics of the multi-species system. Thus, a better understanding of their 
joint effects on the multi-species community assemblies is an important aspect in devising 
effective species conservation strategies and in maintaining the biodiversity of species. 
To address these issues, we extended previous multiple interactions type studies (Mitani 
& Mougi, 2017) by incorporating a spatial dispersal (i.e., diffusion) term into the system 
to examine the combined influences of distinct biotic factors and dispersal on community 
dynamics. In the presence of mutualist-resource-exploiter interactions, our numerical results 
show that competition and dispersal affect the stability and coexistence of species in the 
community. The interplay of dispersal with competition shows some intriguing dynamics 
that are essential for the formation of multi-species ecosystems. An interesting observation 
from our findings is that the combined influences between competition and dispersal result 
in different species composition (presence-absence) in this ecological community. Further 
comparing our results with and without dispersal in this modelling framework shows that 
there is a qualitative change in the overall dynamics of the ecological system as a result 
of dispersal and different biotic interactions between multiple species. This finding is 
in parallel with previous ecological studies (Mohd et al., 2016; Lee et al., 2020), which 
demonstrated that dispersal has different effects on the outcomes of species interactions.

Figure 10. Time series for model (1) in the presence of dispersal (DX=DW=DY=DZ  = 0.005) with α = 
8:1. Initial population densities: X(x; t = 0) = 0:9, W (x; t = 0) = 0:7, Y (x; t = 0) = 0:6, Z(x; t = 0) = 0:8. 
X (yellow), W (black), Y (red) and Z (green). The results remains the same for different choices of initial 
conditions. The diagram is plotted using XPPAUT package and the parameter values in Table 1.
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Our results in this work extend the insights of some experimental studies (Holyoak, 
2000), which used small-scale mesocosm techniques to verify the effects of the paradox 
of enrichment and dispersal on the persistence of prey-predator species. We discover that 
large population oscillations are also possible in a multiple interaction type system with 
dispersal. Our analysis shows the presence of stable and unstable limit cycles (through Hopf 
bifurcations) together with the emergence of period-doubling bifurcations as the plausible 
mechanisms that can induce fluctuating populations. These population cycles occur as a 
result of the interactions between competition and other biotic factors (e.g., mutualist-
resource-exploiter interactions) in both systems with and without dispersal. This point of 
view re-enforces some theoretical results that other mechanisms might cause population 
cycles outside the conventional paradox of enrichment (Turchin, 2003; Rozhnova et al., 
2013; Barraquand et al., 2017). The findings in this work demonstrate that the interplay 
of multiple interactions type and dispersal mediate population cycles as a result of their 
complexity.

In general, understanding the stability and coexistence mechanisms in multi-species 
ecosystems is a challenging task, and this issue has been studied from different contexts 
previously: for instance, regarding the influences of ecological and temporal process 
(Chesson, 2018; Leibold & Chase, 2017), the impacts of several limiting resources 
(Barabás et al., 2018) and the effects of multiple interactions type on multi-species 
community dynamics (Loreau, 2010; Carrara et al., 2015). Our work adds further insights 
to these previous studies, and we show that it is possible to maintain species diversity and 
multi-species coexistence in the presence of dispersal and mutualist-resource-competitor-
exploiter interactions as long as the interspecific interactions strength is within certain 
threshold values. This line of thought also agrees with previous studies (Allesina & Tang, 
2012; Becks et al., 2012; Mougi, 2012; Fussman & Gonzalez, 2013; Koch et al., 2014; 
Vellend, 2020). Our numerical simulation results have also demonstrated the importance 
of interaction strength in the overall stability of a multi-species ecological system. These 
findings further suggest that weak competition strength is a pre-requisite for species 
stability, coexistence and persistence. This result has shed some light on past empirical and 
theoretical studies (Kokkoris et al., 1999; Barabás et al., 2016; Gellner & McCann, 2016). 
The weak competition strength plays a critical role in maintaining the population oscillation 
(McCann et al., 1998). Another point to note is that diversity in species interactions strength 
affects the stability and composition of the community and this agrees with other theoretical 
results (Landi et al., 2018; Karakoç et al., 2020).

From the dynamical systems viewpoints, our bifurcation analysis results emphasise 
the importance of numerical continuation studies in comprehending the overall dynamics 
of the complex ecological system and the stability properties of different attractors. The 
bifurcation results show the dynamics that occur in the system and the threshold values 
at which they occur. It further illustrates the presence of transcritical bifurcations in the 
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ODE and PDE systems under consideration, as we vary competitive strength; the direct 
effects of this bifurcation can be seen in the species composition (presence-absence) as 
the magnitude of competitive strength changes, due to the exchange of stability between 
distinct steady states (Mohd, 2016). Other fascinating dynamical behaviours such as 
multi-species coexistence, stable and unstable limit cycles and aperiodic oscillations also 
emerge owing to the occurrences of Hopf bifurcations, limit point bifurcations of cycles 
and period-doubling bifurcations. In general, the presence of Hopf bifurcations gives birth 
to sustained oscillations that are uniform in space and periodic in time (Upadhyay et al., 
2015; Upadhyay & Roy, 2016; Moustafa et al., 2020). The presence of period-doubling 
bifurcation may lead to the possibility of chaotic dynamics in some ecological systems 
(Ladeira & de Oliveira, 2019; Nath & Das, 2020).

As a conclusion, our results demonstrate the crucial roles of competition and 
dispersal play in multiple interactions type models on the stability and coexistence of 
complex ecological systems. We show that dispersal has (de-)stabilising effects on the 
multi-species systems and that the interplay between dispersal and several biotic factors 
have significant consequences on the community dynamics. In this paper, we have made 
some simplification by assuming a symmetric dispersal strength (DX=DW=DY=DZ= 
0.005) in multiple interactions type model; in reality, not all species disperse with the 
same dispersal strength and some species are more mobile (or immobile) than the others. 
As demonstrated by some previous theoretical studies (Zhou, 2016; He & Ni, 2013), the 
asymmetrical dispersal strength among species is another vital force that can shape multi-
species community dynamics. For future work, we will consider this open problem and 
examine how the unequal dispersal strategies can determine the survival of species in this 
multiple interactions type system.
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ABSTRACT

Ovarian cancer among women is known as “The Silent Killer”. It is caused by the 
malignant ovarian cyst, which can spread to other organs if it is not treated at an early 
stage. Some are benign ovarian cyst which can be treated through medical procedures 
such as laparoscopic and laparotomy. The type of medical procedure that the patients have 
to undergo depends on the size of cyst. A few risk factors that can cause benign ovarian 
cyst are age, pregnancy, menopause and menstrual cycle. Apart from that, there are a few 
symptoms of benign ovarian cyst which are fever, nausea and abdominal pain, abdominal 
distension, dysmenorrhea and intermenstrual bleeding. The association between these 12 
discrete categorical data variables (factors, symptoms, treatment and size) are measured 
using the log-linear analysis in this study. According to the analysis, the patients who have 
large benign ovarian cyst need laparoscopic procedure, while those with smaller cyst need 

either laparotomy procedure or they do not 
have to undergo any surgery at all. Among 
all of the factors, menopause gives the 
highest risk factor of benign ovarian cyst, 
followed by age, pregnancy and menstrual 
cycle. Meanwhile, the interaction between 
nausea, abdominal pain and intermenstrual 
bleeding give the highest symptom rate to 
the benign ovarian cyst. 

Keywords: Abdominal pain, benign ovarian cyst, 
fever, log-linear analysis, menopause, pregnancy 
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INTRODUCTION

Around the world, ovarian cyst causes the most hospitalizations and surgical procedures 
among women (Farahani & Datta, 2016). It can cause cancer and has been coined as a 
“The Silent Killer”, as it can lead to more deaths than any other gynaecological cancers 
(Ahmad & Arslan, 2015; Al-Azri et al., 2018). A cyst is a pocket or fluid-filled sac that 
forms in female sex cell-producing organs called ovaries. Normally, the size of a cyst would 
be smaller than 1 centimeter in diameter, which is it could be as small as a pea. However, 
the size of the cyst can also be as large as an orange which may need to be removed 
(Shiota et al., 2012; Jha et al., 2019). The ovarian cyst is categorized into three main types: 
malignant, functional and benign. Benign cases can be defined as the cyst that consists of  
is non-cancerous cells and is not harmful to the body (Telli et al., 2013). Sanersak et al. 
(2006) found that majority of the ovarian cyst cases are benign ovarian cyst.  It has been 
reported that around 70% of the total ovarian cyst masses are benign ovarian cyst, 24% 
are functional cyst and 6% are malignant cyst (Rofe et al., 2013).

In gynaecology, a benign ovarian cyst is regularly viewed with the most precise surgical 
excision (Mohamed et al., 2016). Most of the ovarian cyst patients need to go through 
primary surgical procedure either laparoscopic or  laparotomy (Wu et al., 2013). Cyst with 
5 diameter centimetres can be removed with recent advances in minimal surgery procedure 
known as laparoscopy. Hizkiyahu et al. (2019) considered laparoscopic as minimal surgery 
due to less pain, shorter duration of hospitalization, lower infection rates and shorter 
recovery period. However, in some cases, the patient can recover without any surgical 
treatment throughout their annual ultrasound scan (Akkoyun & Gülen, 2012). The use of 
medications can help to control the cyst’s growth and lower the pain especially when the 
cysts are small in size. According to Medeiros et al. (2009), if the cyst has a diameter that 
is larger than 6 centimetres and it is considered cancerous, then laparotomy surgery will 
be proposed. However, there are cases where the large size of ovarian cyst can be removed 
via laparoscopic (Hizkiyahu et al., 2019).  

The occurrence of ovarian cyst among female is associated with numerous symptoms 
and risk factors. Over the years, medical practitioners such as doctors and specialists 
have relied on the late symptoms or factors to give an accurate diagnosis. According to 
Udomsinkul et al. (2020), potential symptoms such as abdominal pain, breast tenderness, 
abnormal bleeding, dysmenorrhea, nausea or vomiting and abdominal bloating lead to 
benign ovarian cyst. However, the symptoms of ovarian cyst vary according to the risk 
factors (Mandai et al., 2012). Mukhopadhyay et al. (2016) and Gameraddin et al. (2018) 
evaluated the risk factors of benign ovarian cyst using chi-square analysis. They found that 
the potential risk factors associated with benign ovarian cyst were age, menstrual cycle, 
pregnancy, and menopause stage. Therefore, all these potential risk factors and symptoms 
could help doctors to predict the size of ovarian cyst and decide on the type of treatment 
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a patient might need. A specific data-adaptive model is required to extract the relationship 
of these factors that contribute to ovarian cyst. Thus, this study employs the log-linear 
model due to the effective feature selection mechanism to analyze specific symptoms and 
risk factors that contribute to benign ovarian cyst. 

Numerous studies have employed the log-linear model to capture the behaviour of the 
medical data. Milewska et al. (2018) proposed log-linear analysis to estimate the chance 
of pregnancy among couples who implemented Assisted Reproductive Technology (ART) 
insemination. The proposed model provided a promising interaction extraction that predicts 
the chance of achieving a clinical pregnancy. In another context, Vilsen et al. (2019) 
utilized log-linear analysis to predict Lithium-ion resistance. In this model, log-linear is 
modelled as a function of State of the Art Charge (SOC) for lithium battery. The model 
was fitted to the extracted internal resistance and was reported to be consistent with the 
conventional internal resistance. The log-linear approach is also beneficial in the field of 
macroeconomics. Eggertsson and Singh (2019) utilize log-linear as a prediction model for 
the Keynesian model. Although their work revealed some limitations in log-linear model, 
the proposed exact non-linear model revealed the same predictions capability as in several 
policies such as government spending and tax multipliers. In a recent development, the 
log‑linear model has been used to estimate the progression of the COVID‑19 infection in 
Tamil Nadu (Bhaskar et al., 2020). Two separate log-linear models were fitted to model 
the growth phase before the peak and the decay phase after the peak. As a result, both 
models revealed the effectiveness of control measures by the government. It is to be noted 
that the common contribution of all the above studies emphasize the log-linear model as a 
good prediction model in various perspectives. Unfortunately, the application of log-linear 
with logic mining in predicting specific cancer disease is not properly studied. The closest 
model that is associated with cancer disease is the primary liver cancer where the log-
linear capture and recapture model has been utilized to estimate a more correct incidence 
of underreporting for hepatocellular carcinoma (Törner et al., 2017). In addition, there 
is a work by Jamaludin et al. (2020), emphasizing the logistic regression and log-linear 
analysis in benign ovarian cyst. However, there is no recent effort to diagnose patients 
with benign ovarian cyst using log-linear model and logic mining approach. Moreover, 
the standard prediction model such as machine learning approach may become infeasible 
in terms of risk factors selection; thus, we proposed the standalone log-linear model to 
cope with the benign ovarian cyst detection task on risk factors and symptoms, seperately. 
From the log-linear model, assumptions can be obtained for possible prediction among all 
the contributing attributes. 

Hence, the objectives of this paper are as follows:
1.	 To measure the association between the types of operation and the size of a benign 

ovarian cyst.
2.	 To build a suitable model for risk factors and symptoms of a benign ovarian cyst.
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The remaining part of this paper is as follows: Section 1 explores the uses of log-linear 
model in studies of benign ovarian cyst; Section 2 explains the material and method in 
detail; Section 3 discusses the result and discussion thoroughly and Section 4 gives the 
concluding remarks.

MATERIALS AND METHOD

General Overview of Log-linear Analysis

Log-linear analysis is a multi-dimensional data analysis model that is commonly known 
as a log-linear model (Zhu et al., 2006). According to McCullagh and Nelder (1989), the 
log-linear model is defined by assuming a Poisson distribution (with mean μ). This method 
is favoured when all variables of interest are presented on a qualitative scale and discrete in 
nature, while their relationships are presented in the form of a contingency table. It is to be 
noted that, the significance testing of main and interaction effects can be conducted using 
either the Wald test or the likelihood ratio test (Wiedermann & von Eye, 2020). According 
to Cox and Hinkley (1979), the Wald test and the likelihood ratio test are asymptotically 
equivalent as the sample size approaches infinity. An exception for small sample size where 
the likelihood ratio test may be preferred (Agresti, 2003).

Formulation of Log-linear Model

Analytically, the log-linear model is defined as an expression of expected frequencies (μ i j) 
in the form of a function of parameters that represent the characteristics of discrete variables 
and the interactions taking place between them. According to Milewska et al. (2018), log-
linear will choose the model with the lowest possible number of parameters. The model 
that is usually applied in the log-linear analysis is a saturated model, which includes model 
components. Model components are the number of main effects and interactions in the 
model. A saturated model always best represents the data and is the least parsimonious as 
every component is included. In this perspective, log-linear is also characterized by a good 
fit to data (Agresti, 2003). Consider two discrete variables A and J with their empirical 
frequencies nij in a contingency table with I row and J columns. According to Agresti 
(2003), the additive model for A and B is given as Equation (1): 

( )ln A B AB
ij i j ijµ λ λ λ λ= + + + 				   (1)

where μ i j  is an expected values with regards to variable A and B. The symbol A
iλ  and 

B
jλ  represent the effect of i-th category of variable A and j-th category of variable B, 

respectively. Meanwhile, the symbol AB
ijλ  represents the effect of both i-th category of 
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variable A and j-th category of variable B. It is to be noted that, logarithmic mean μ  for 
all cells is given as Equation (2):

1 1

1 ln
I J

ij
i jIJ

λ µ
= =

= ∑∑ 					     (2)

It is worth mentioning that the parameters of any log-linear model must satisfy the following 
Equation (3):

1 1 1 1

0
I J I J

A B AB AB
i j ij ij

i j i j

λ λ λ λ
= = = =

= = = =∑ ∑ ∑ ∑ 		  (3)

where μ i j  > 0. The log-linear model is utilized in this paper due to the nature of the 
categorical data. The categorical data analyzed by the log-linear model can provide us the 
information on association among the variables of the dataset. Log-linear is also a useful 
technique for modelling the count of μ i j in the tables of categorical data with three and more 
dimension. Since more than two variables involve in this study, log-linear is considered 
practical for the medical dataset where the associations between discrete categorical data 
are to be analysed. 

Data Analysis Setup

A cross-sectional study was conducted in which the data was collected based on 201 
patients who were detected with ovarian cyst from January 2016 to December 2016 in 
Hospital Sultan Ismail, Johor Bahru, Malaysia. However, the inclusion criteria in this 
study identified 108 patients, who were diagnosed with benign ovarian cyst. The exclusion 
criteria eliminated 93 patients who were not diagnosed with benign ovarian cyst. The 
data was analysed by using IBM SPSS Statistic Version 24 in Windows 10 with computer 
specifications Intel CORE i5 processor, RAM 16GB. Each data simulation was conducted 
in single simulation rather than parallel simulation. Single simulation was chosen due to 
parallel simulation can lead to bad sector which will affect the final result (Kasihmuddin et 
al., 2019). In this study, we employed 95% confidence interval in the simulation where the 
value is ideally selected based on previous study by Milewska et al. (2018). This dataset 
has no missing entries and must be represented in the form of binary. In addition, log-
linear model adopted unlimited ways of interaction among the risk factors and symptoms 
of benign ovarian cyst.
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Benign Ovarian Cyst Dataset

They were 12 factors of interest used in this study: size of benign ovarian cyst, type of 
operation, risk factors and symptoms. For the risk factors, we emphasized several factors 
such as age, pregnancy, menopause and menstrual cycle. Meanwhile, as of factors for 
symptoms, we emphasized on fever, nausea, abdominal pain, abdominal distension, 
dysmenorrhea and intermenstrual bleeding. These variables were selected because the 
previous literature (Ahmad & Arslan, 2015; Al-Azri et al., 2018) utilizes the same variables. 
All these variables are important to be assessed statistically based on the clinical reports, 
which are obtained from the Hospital Sultan Ismail, Johor Bahru, Malaysia for the year 
2016. This study is an extension of the study by Jamaludin et al. (2020) where all the 
variables interest in this study is critically analyzed by using log-linear analysis described 
in the previous section. Table 1 describes the information of the dataset used in this study.

Table 1 
Summary of dataset for risk factor

Factor Variable Description Scale Unit

size Size of benign ovarian cyst Nominal 0 = Small
1 = Large

operation Type of operation Nominal
0 = No operation
1 = Laparotomy
2 = Laparoscopic

Risk 
Factor

age Age of patient Nominal
0 = 41 years old and above
1 = 40 years old and below
(Zhu et al., 2019)

pregnancy The patient is pregnant or not Nominal 0 = Yes
1 = No

menopause The menopause stage of patient Nominal 0 = Yes
1 = No

 menscycle The normality of menstrual cycle 
of patient Nominal 0 = Not normal

1 = Normal

Symptom

fever Symptoms of fever absent or not Nominal 0 = Yes
1 = No

nausea Symptom of nausea is absent or 
not Nominal 0 = Yes

1 = No

abdopain The patient have abdominal pain 
or not Nominal 0 = No

1 = Yes

abdodisten Symptom of abdominal distension 
is absent or not Nominal 0 = Yes

1 = No

dysmenorrhea Symptoms of dysmenorrhea is 
absent or not Nominal 0 = Yes

1 = No

bleeding The patient have intermenstrual 
bleeding or Nominal 0 = Yes

1 = No
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RESULT AND DISCUSSION 

This section presents results of log-linear analysis for two key components of the datasets 
which are risk factors and symptoms. Both analysis are made based on K-way effects, 
partial association and odds ratio. In order to visualize the datasets discussed in the previous 
session, this study proposed mosaic plot to demonstrate the composition of the type of 
treatment with respect to the size of the benign ovarian cyst. In terms of the frequency of 
the treatment, contingency table has been proposed to reveal the total number of patients 
that should undergo treatment. Note that the chi-square test will be utilized to test the 
independence of the variables in contingency table. By analysing the partial association 
and odds ratio for each risk factors and symptoms, the study can determine the association 
of the variables for main effects and interaction. This information is required to build a 
suitable model from the log-linear assumption for risk factors and symptoms of a benign 
ovarian cyst.

Mosaic Plot

According to Figure 1, the red section refers to the patients with large benign ovarian cyst, 
while the green section refers to the patients with small benign ovarian cyst. Based on 
Figure 1, most of the patient with small benign ovarian cyst have to  undergo laparoscopic 
procedure or they do not have to undergo any operation procedure. Meanwhile, patients 
with large benign ovarian cyst will undergo laparotomy procedure.

Benign_Cyst
Laparotomy No operationLaparoscopic

large

small

Si
ze

Operation

Figure 1. Mosaic plot of type of treatment by size of benign ovarian cyst
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Table 3
Table of Chi-Square test of association

Value Exact Sig.
Pearson Chi-Square 34.214 0.000

Table 2
Contingency table of type of treatment by size of benign cyst 

Size
Type of Treatment

TOTAL
No Operation Laparoscopic Laparotomy

Small
Count 13 12 13 38
% within Size 34.2 31.6 34.2 100.0

Large
Count 4 60 6 70
% within Size 11.0 46.7 12.3 100.0

TOTAL
Count 17 72 19 108
% within Size 15.7 66.7 17.6 100.0

Contingency Table 

From cross tabulation in Table 2, patients with small cyst had about 31.6% tendency of 
having laparoscopic surgery and about 34.2% for not having any operation or laparotomy 
surgery. For patient with large benign ovarian cyst, the probability to undergo laparoscopic 
was quite large which was 46.7% and only 11.0% of patient does not have to undergo any 
operation.

Chi-Square Test

Based on the Table 3, the Chi-square value 
was 34.214 and the significance value was 
less than 0.05. It was concluded that there 
was an association between the size of 
benign ovarian cyst and the type of treatment. In other words, if the patient had a large 
size of cyst, they would have to undergo laparotomy surgery.

Log-linear Analysis for Risk Factors 

There are four variables in consideration when conducting log-linear analysis for 
demographic data which are age, pregnancy, menopause and menstrual cycle.

K-way Effects. The K-way effect was used to analysed which components of the model 
can be removed.

Table 4 manifests the K-way effects component, where the possible effect components 
obtained by the model can be filtered. Based on the first row (K = 1) with degree freedom of 
4, the main effect terms for both likelihood-ratio and Pearson test are statistically significant 
at 0.05 level of significance. This implies that the main effect terms are included in this 
model. The significant p-value for the two-way effect (K = 2) indicates that two-factors 
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Table 4
K-Way effects component of the model for risk factor

K df
Likelihood Ratio Pearson

χ 2 p -value χ 2 p -value
1 4 108.507 0.000 172.975 0.000

2 6 64.440 0.000 107.633 0.000

3 4 5.327 0.255 5.350 0.253

4 1 0.206 0.650 0.116 0.733

interaction would be included in the model. In conclusion, a good fitted model for risk 
factor can have up to two interaction terms, as supported by the work of Fatin et al. (2020).

Partial Association. Although the two-way interactions siginificantly affect the model, 
the specific two-way interaction among the risk factors need to be determined statistically 
via log-linear model. 

Table 5 manifested the partial association obtained by assessing all risk factor variables. 
Consequently, based on Table 5, the Pearson χ 2 test were reported to be statistically 
significant for several interactions such as age*pregancy and age*menopause. This is 
due to the optimal p-value for these two interactions (p ≤ 0.05). Furthermore, the similar 
p-value have been reported in other parameters (p ≤ 0.05) such as the age, pregnancy and 
menopause that statistically justify the significance of the effects. 

Table 5
Table of partial association for risk factor

Effect df Partial χ2 p -value
age*pregnancy*menopause 1 .080 .777
age*pregnancy*menscycle 1 1.256 .262
age*menopause*menscycle 1 .004 .949
pregnancy*menopause*menscycle 1 3.695 .055
age*pregnancy 1 25.032 .000
age*menopause 1 11.904 .001
pregnancy*menopause 1 .366 .545
age*menscycle 1 .517 .472
pregnancy*menscycle 1 .536 .464
menopause*menscycle 1 1.234 .267
age 1 35.303 .000
pregnancy 1 49.245 .000
menopause 1 20.233 .000
menscycle 1 3.725 .054
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General Log-linear. Table 6 shows the summary of parameter estimate of variables that 
significantly effects the model. Note that, the parameters in Table 6 will be estimated by 
using z-score instead of χ2 test. This is due to the usefulness of z-score in comparing the 
effect of variables (Field, 2013). High magnitude of z-score indicates that the effect of 
the parameters is more significant compared to low value of z-score. Based on Table 6, 
menopause (z = 4.626) is the most important effect in the model and followed by age, 
pregnancy, menscycle and age*menopause. 

Note that, the obtained log-linear model that evaluate the risk factors for benign ovarian 
cyst is given as Equation (4):

( ) ( ) ( ) ( ) ( )ln hijk A k B l C m D n AC kmµ λ λ λ λ λ λ= + + + + + 	 (4)

where,
A: Age (0 = 41 years old and above, 1 = 40 years old and below); B: Pregnancy (0 = yes, 1 
= no); C: Menopause (0 = yes, 1 = no); D: Menstrual cycle (0 = not normal, 1 = normal).

Table 6
Summary of parameter estimate for risk factor

Parameter Estimate Std. 
Error z p-value

95% Confidence Interval
Lower Bound Upper Bound

Constant 3.795 .150 25.319 .000 3.502 4.089
[age = 0] -2.879 .650 -4.430 .000 -4.153 -1.605
[pregnancy = 0] -2.879 .650 -4.430 .000 -4.153 -1.605
[menopause = 0] -2.091 .452 -4.626 .000 -2.977 -1.205
[menscycle = 0] -0.638 .255 -2.504 .012 -1.138 -.139
[age = 0] * [menopause = 0] 2.091 1.002 2.086 .037 .127 4.055

Odds Ratio. Odds ratios are used to determine the association of the variables for main 
effects and two interaction, since the the model for risk factor is obtained with two-way 
effect.

According to Table 7, patients with the age of 41 and older has a higher odds of 
benign ovarian cyst by 0.06 times compared to 40 years old and below. Similar odds ratio 
is reported for patient that is pregnant compared to non-pregnant women. As for other 
parameters such as menopause and menscycle, the odds ratio for benign ovarian cyst with 
age 40 years old is 0.12 and 0.52 respectively. Meanwhile, that the odds of benign ovarian 
cyst patients with age 41 years old and above and menopause are 8.09 times higher than 
the odds of patients with age 40 years old and below and not menopause. 
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Log-linear Analysis for Symptoms
There are six variables in conducting log-linear analysis for symptoms data which are fever, 
nausea, abdominal pain, abdominal distension, dysmenorrhea and intermenstrual bleeding.

K-way Effects. The K-way effect was used to analyze which components of the model 
can be removed.

Table 8
K-Way Effects Component of the Model for Symptom

K df
Likelihood Ratio Pearson

χ2 p-value χ2 p-value
1 6 197.876 .000 471.381 .000
2 15 127.358 .000 263.375 .000
3 20 58.437 .000 55.269 .000
4 15 0.664 .917 0.345 .988
5 6 0.000 .960 0.000 .993
6 1 0.000 1.000 0.000 1.000

Based on Table 8, for the case K = 1, the main effect terms for both likelihood-ratio 
and Pearson χ2 test are statistically significant at 0.05 level of significant. This implies that 
the main effect terms are included in this model. The significant p-value for the two-way 
effects (K = 2) and three- way effects (K = 3) indicate that both two-factors and three-factors 
interaction would be included in the model. In conclusion, a good fitted model can have 
up to three interaction terms. 

Partial Association. As mentioned in Table 8, removing all three-way interactions 
significantly affects the model. Table 9 shows the partial association among all symptom 
variables.

Table 7
Summary of odds ratio for risk factor

Parameter Estimate Odds Ratio
[age = 0] -2.879 0.0562
[pregnancy = 0] -2.879 0.0562
[menopause = 0] -2.091 0.1237
[menscycle = 0] -0.638 0.5283
[age = 0] * [menopause = 0] 2.091 8.0930
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Table 9
Table of partial association for symptom

Effect df Partial χ 2 p-value
fever*abdopain*dysmenorrhea 1 6.113 .013
nausea*abdopain*bleeding 1 37.073 .000
nausea*abdodisten 1 17.661 .000
abdopain*dysmenorrhea 1 25.022 .000
abdodisten*bleeding 1 14.379 .000
dysmenorrhea*bleeding 1 14.598 .000
fever 1 83.085 .000
nausea 1 18.458 .000
abdopain 1 9.625 .002
abdodisten 1 12.233 .000
dysmenorrhea 1 46.220 .000
bleeding 1 28.255 .000

Pearson χ 2  as shown in Table 9 indicated that test of partial association for 
symptoms were significant for several interactions such as  nausea*abdopain*bleeding, 
nausea*abdodisten, and dysmenorrhea*bleeding interactions since the p -value for these 
two and three-interactions were less than 0.05. The main effects of fever, nausea, abdominal 
pain, abdominal distension, dysmenorrhea and intermenstrual bleeding were significant.

General Log-linear. The summary of parameter estimate of variables that significantly effects 
the model can be viewed in Table 10. It can be concluded that the nausea*abdopain*bleeding 
(z = 4.178) was the most important effect in the model and followed by nausea*bleeding, 
nausea, fever, nausea*abdopain, dysmenorrhea, bleeding, abdopain*bleeding, 
abdopain, nausea*abdopain*dysmenorrhea, fever*nausea, abdopain*dysmenorrhea and 
fever*nausea*abdopain.

Hence, the final log-linear model for symptom of benign ovarian cyst is defined as 
Equation (5):

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

ln opqst E o F p G q I s J t

FJ pt FG pq GJ qt EF op GI qs

FGJ pqt EFG opq FGI pqs EFG opq

µ λ λ λ λ λ λ

λ λ λ λ λ

λ λ λ λ

= + + + + +

+ + + + +

+ + + +

	 (5)

where,
E: Fever (0 = yes, 1 = no); F: Nausea (0 = yes, 1 = no); G: Abdominal pain (0 = no, 1 = 
yes); I: Dysmenorrhea (0 = yes, 1 = no); J: Intermenstrual bleeding (0 = yes, 1 = no).
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Odds Ratio. Odds ratios are used to determine the association of the variables for main 
effects, two interaction and three interaction since the best model obtained is the model 
with three-way effect.

The summary of odds ratio as shown in Table 11 indicates that the odds of benign 
ovarian cyst patients who have fever are 0.07 times higher than the odds of patients who 
not have fever. This odds ratio also indicates that the odds of benign ovarian cyst patients 
who have no abdominal pain symptom are 0.02 times higher than the odds of patients 
who have abdominal pain. Other than that, the odds ratio indicates that the odds of benign 
ovarian cyst patients who experience dysmenorrhea and intermenstrual bleeding are 0.16 
times higher than the odds of patients who did not experience it. It also indicate the odds 
of benign ovarian cyst patients who have fever and nausea are 14.33 times higher than 
the odds of patients who did not experience any fever and nausea. Lastly, the odds ratio 
able to indicate that the odds of benign ovarian cyst patients who have fever, abdominal 
pain and intermenstrual bleeding are 0.0003 times higher than the odds of patients who 
not have fever, abdominal pain and intermenstrual bleeding.

A study done by Al-Azri et al. (2018) which explored knowledge, risk factors, 
symptoms and time taken to seek early medications for ovarian cancer has agreed that 
abdominal pain and dysmenorrhea are the important factors for an ovarian cancer. Another 
interesting note, the finding of this study has a good agreement with the previous study of 

Table 10
Summary of parameter estimate for symptom

Parameter Estimate Std. 
Error z p-value

95% Confidence 
Interval

Lower 
Bound

Upper 
Bound

Constant 3.068 .216 14.226 .000 2.645 3.491
[fever = 0] -2.663 .844 -3.153 .002 -4.318 -1.007
[abdopain = 0] -3.761 1.431 -2.629 .009 -6.565 -.957
[dysmenorrhea = 0] -1.815 .576 -3.149 .002 -2.945 -.686
[bleeding = 0] -1.815 .576 -3.149 .002 -2.945 -.686
[fever = 0] * [nausea = 0] 2.663 1.230 2.165 .030 .252 5.074
[nausea = 0] * [abdopain = 0] 5.096 1.597 3.190 .001 1.965 8.227
[nausea = 0] * [bleeding = 0] 3.250 .910 3.573 .000 1.467 5.033
[abdopain = 0] * [dysmenorrhea = 0] 3.425 1.653 2.072 .038 .185 6.664
[abdopain = 0] * [bleeding = 0] 4.760 1.561 3.049 .002 1.700 7.820
[fever = 0] * [nausea = 0] * [abdopain = 0] -5.607 2.760 -2.031 .042 -11.017 -.197
[nausea = 0] * [abdopain = 0] * 
[dysmenorrhea = 0]

-4.760 2.138 -2.226 .026 -8.950 -.569

[nausea = 0] * [abdopain = 0] * [bleeding = 0] -8.041 1.925 -4.178 .000 -11.813 -4.268
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Udimsinkul et al. (2020) where they implemented logistic regression to identify risk factors 
for endometriotic-cyst associated with ovarian cancer. In a good agreement by Huang et al. 
(2017), the most common symptom of ovarian torsion was pelvic pain and nause. Although 
the mentioned studies supported our findings, the result from this study cannot be compared 
with the mentioned study due to properties of the datasets. Robust comparison can be made 
if all the dataset has been taken from the same hospital (Jamaludin et al., 2020).

CONCLUSION

Among 108 patients who were diagnosed benign ovarian cyst, about 38% and 70% of 
patients were diagnosed with benign ovarian cyst of small and large sizes, respectively. 
The contingency table was presented to measure the association between types of operation 
and the size of benign ovarian cyst. The results found that patients who had large size of 
benign ovarian cyst has to undergo laparoscopic surgery, while patients who had small 
size has to undergo either no operation or laparotomy surgery. Analyzing the odds ratio 
from each symptoms and risk factors are required to build a suitable model for risk factors 
and symptoms of a benign ovarian cyst. From log-linear analysis, it is concluded that 
menopause was the most dominant risk factor of benign ovarian cyst. Whereas, interaction 
effect of nausea, abdominal pain and intermenstrual bleeding were the most important 
effect for symptoms of benign ovarian cyst. By considering more criteria of risk factors and 
symptoms, our proposed model could generate a more generalized rule for classification 
that have been highlighted in several studies. Therefore, it can be concluded that this study 
achieved all its objectives. 

Table 11
Summary of odds ratio for symptom

Parameter Estimate Odds Ratio
[fever = 0] -2.663 0.0674
[abdopain = 0] -3.761 0.0233
[dysmenorrhea = 0] -1.815 0.1628
[bleeding = 0] -1.815 0.1628
[fever = 0] * [nausea = 0] 2.663 14.3392
[nausea = 0] * [abdopain = 0] 5.096 163.3671
[nausea = 0] * [bleeding = 0] 3.250 25.7903
[abdopain = 0] * [dysmenorrhea = 0] 3.425 30.7226
[abdopain = 0] * [bleeding = 0] 4.760 116.7459
[fever = 0] * [nausea = 0] * [abdopain = 0] -5.607 3.672 ×10–3 
[nausea = 0] * [abdopain = 0] * [dysmenorrhea = 0] -4.760 8.566 ×10–3

[nausea = 0] * [abdopain = 0] * [bleeding = 0] -8.041 3.22 ×10–4
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The limitations of this study can be seen in the cross-sectional design, in which the data 
was collected at one time. Furthermore, this study employed the retrospective observational 
study where the data was extracted and limited from the patient’s history. In addition, there 
was a possibility of sampling bias, where the data of patients might be redundant, so the 
system of patient’s database should be enhanced via better technology. The documentation 
of the patient’s history may not be too accurate since this study utilized the secondary data. 
The secondary data is limited and prone to the possible errors and bias of the data entries. 
The aforementioned limitation might originate from the medical practitioners during data 
collection and interpretation. Moreover, the accuracy of the symptoms or risks factors 
possessed by the patients can be limited in secondary data.

For future work, the simulation would include more patients that have other gynecologic 
problems since different problems may bring different risk factors and symptoms. This 
perspective will improve the accuracy of diagnosis and provide holistic findings that will 
benefit the medical practitioners. Moreover, a larger sample size (more than 1000) is 
required to investigate the more significant risk factors and symptoms of benign ovarian 
cyst (Jamaludin et al., 2020). By considering more criteria of risk factors and symptoms,  
our proposed model can generate more generalized rule for classification task that has 
been highlighted in several studies such as Zamri et al. (2020) and Alway et al. (2020).
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reduces the time and cost needed. To 
perform the docking study of sarin-inhibited 
acetylcholinesterase and reactivator-
sarin inhibited acetylcholinesterase 
complexations, a bioinformatics tool 
was used. Estimation of the nucleophilic 
attack distance and binding energy of 
fourteen potential compounds with sarin 
inhibited acetylcholinesterase complexes 
to determine their antidote capacities was 
carried out using Autodock. A commercially 
available antidote, 2-PAM was used for 
the comparison. The best docked-pose was 
further examined with molecular dynamics 

ABSTRACT

The search for new compounds other than oxime as potential reactivator that is effective 
upon organophosphate poisoning treatments is desired. The less efficacy of oxime treatment 
has been the core factor. Fourteen compounds have been screened via in silico approach 
for their potential as sarin-inhibited human acetylcholinesterase poisoning antidotes. The 
selection of the compounds to be synthesized based on this computational screening, 
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simulation. Apart from being lipophilic, a compound with a carboxylic acid, (R)-Boc-
nipecotic acid is shown to exhibit 6.29 kcal/mol binding energy with 8.778 Å distance of 
nucleophilic attack. The stability and flexibility of the sarin-inhibited acetylcholinesterase, 
complexed with (R)-Boc-nipecotic acid suggests this compound should be tested 
experimentally as a new, promising antidote for sarin-inhibited acetylcholinesterase 
poisoning.

Keywords: Antidote, docking, in silico, inhibition, organophosphate, oxime, reactivator, simulation 

INTRODUCTION

Acetylcholinesterase (AChE) is a serine hydrolase which hydrolyzes acetylcholine. 
Acetylcholine exhibits neurotransmitter functions to transfer signals from the nerve to the 
muscle cell. It is located at the synaptic cleft and the hydrolysis products of this reaction are 
choline and acetic acid. The accumulation of acetylcholine causes continuity of signaling 
and leads to neurotoxicity, which results in muscle paralysis, seizures and finally, death. 
Organophosphorus (OP) is one of the inhibitors that inhibit the hydrolysis of acetylcholine 
from occurring, thus resulting in the accumulation of acetylcholine. OP poisonings usually 
happen either from dietary, household erroneous handling, accidental or/and occupational 
exposure and these incidents are increasing (Baker, 1990). Apart from that, the use of OP 
as chemical weapons is also alarming, such as the assassination of  Kim Jong-Nam in 
Malaysian airport.

The binding site of AChE acts as a charge relay system and consists of three distinct 
residues which are Ser203, Glu334 and His447. AChE comprises two dissimilar pockets in 
the binding site domain which are esteric site and anionic site. Fourteen conserved aromatic 
amino acids are lined along with these domains (Ranjan et al., 2015). An OP toxicity effect 
on the central nervous system is initiated through the non-reversible phosphorylation of 
esterase when it interacts with Ser203 in the AChE molecule. Ser203 together with Trp86 
are the critical residues in inactivation and act to guard the inhibitor on the bottleneck 
of the binding gorge (Patil et al., 2018).  OP is substrate analogue to acetylcholine and 
hence, a similar route is used to enter the active site of AChE and covalently bind to –OH 
group of Ser203 for the inhibition mechanism. The hydroxy  moiety of Ser203 attacks the 
phosphoryl group and caused the leaving group of the OP to leave (Namba et al., 1971). 

Dephosphorylation of AChE can be carried out by a highly nucleophilic atom. The 
mechanism of action is based on the nucleophilic attack of the nucleophile towards the 
phosphorus atom of the phosphorylated organophosphate-AChE (Figure 1) (Matos et al, 
2011). Among this highly nucleophilic atom, oximes were found in the literature as the 
best reactivator for OP-AChE poisoning. For years, HI6 and 2-PAM have been the leading 
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oximes due to their competency to reactivate OP-inhibited AChE (Ajami & Rebek, 2013; 
Mercey et al., 2012a; Kuca et al., 2013). However, there are limitations of these oximes 
due to their quaternary nitrogen charge, which lead to the inefficiency to penetrate the 
blood-brain barrier (de Souza et al., 2020; Radic et al., 2013;  Radic et al., 2012; Sit et al., 
2011;  Kovarik et al., 2013; Tang et al., 2013). Subsequently, several attempts have been 
performed to find potential non-ionic oximes. 

There were reported studies on the designation and synthesis of non-ionic oxime 
reactivators which successfully enhanced brain permeability (Mercey et al., 2012b; de 
Koning et al., 2011). Unfortunately, most of the compounds were hard to synthesis due to 
their complex structure especially in large quantities which is crucial for in vivo evaluation. 
Furthermore, the non-charge oximes reduce the reactivity function of the oxime and 
muddling in the design process of effective oxime-based reactivators. Hence, the finding 
of a new antidote should be expanding towards the non-oxime group. Katz et al. (2015) 
has discovered compounds from large bioactive libraries and approved drugs as a potential 
antidote as tested by in vitro screening. None of these reported potential compounds 
possessed the oxime structural motive.  Bhattacharjee et al. (2015) claimed that the active 
compounds possess a slight structural resemblance, while Katz et al. (2018) reported the 
screening compounds to have common structural features such as basic moieties (pyridine, 
imidazole and piperazine) or Mannich phenol (i.e., phenols representing a benzylic amine 
in the α-position). Specifically, 4-Amino-2((diethylamino)methyl)phenol (ADOC) shows 
promising potential to reactivate paraoxon-ethyl (PXE) and DIFP-inhibited AChE (Katz 
et al., 2018).

Our study aims to screen the interaction of charged and uncharged nitrogen from 
a different group of compounds towards sarin-inhibited AChE. This present study also 
utilized MD simulation (MDS) to reveal the interactions of the different subdomains of the 
AChE’s active site towards the compound. These compounds have never been investigated 
as potential reactivators.

Figure 1. Reactivation mechanism of oxime towards OP inhibited-AChE
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MATERIALS AND METHODS

A 3D model structure of human AChE (hAChE) in apo form and a complex structure of 
sarin-inhibited hAChE were downloaded from the RCSB-Protein Data Bank under the 
code 4EY4 and 5FPQ respectively. The X-ray diffractions of the 3D structure for both 
proteins have a resolution of around 2.16-2.40 Å. Structural files of sarin and reactivators 
were obtained from the PubChem library (https://pubchem.ncbi.nlm.nih.gov/) (Kim et 
al., 2016). The docking process was carried out by AutoDock 4.2.5.1 (Morris et al., 1998) 
tool with some modification on the commands to suits covalent bonding. Both docking 
and MD simulation were performed and analyzed using YASARA software version 12.5.7 
(YASARA Biosciences GmbH, Austria) (Krieger et al., 2002).

Docking Studies

Validation of the Autodock 4.2.5.1 Tool to Perform Covalent Docking. The preparation 
of apo-formed hAChE (4EY4) structure prior to docking involved the removal of chain 
B, crystal associated heteroatoms and water molecules. To perform covalent docking, 
serine-sarin adduct has to be flexible by editing the command on dockrun_mcr (flexres: 
Ser 203). This is followed by energy minimization for both the receptor and ligand. The 
entire residue Ser 203 and ligand were selected before the files were separately saved 
as a .yob file by clicking ‘Edit > Select’. The other parameters (the simulation cell was 
placed around the active sites to target docking at the most important region and the pH-
dependent bond orders and hydrogen atoms) were automatically set. Docking analysis 
using Autodock was performed (Kryger et al., 2000). Both the complex docked-structure 
of sarin-inhibited hAChE and the deposited crystal structure of sarin-inhibited hAChE 
(5FPQ) were superposed using MUSTANG algorithm (Konagurthu et al., 2006) alignment 
to validate the docking protocol. In order to further compare the interactions of the docked-
sarin AChE with the literature from the crystal structure of sarin-inhibited hAChE, important 
intramolecular interactions were highlighted as well.

Docking of Reactivators towards Sarin-inhibited hAChE. The 3D deposited crystal 
structure of sarin-inhibited hAChE was further modified by removing crystal associated 
heteroatoms and water molecules. As mention previously, in order to perform covalent 
docking, serine-sarin adduct has to be flexible by editing the command on dockrun_mcr 
(flexres: SGB 203). This is followed by energy minimization for both the receptor and ligand. 
The entire residue Ser 203 and ligand were selected before the files were separately saved 
as a .yob file by clicking ‘Edit > Select’. Docking analysis using Autodock was performed 
for the hAChE complex structure with these selected compounds: salicylamidoxime, 
hydroxybenzohydrazide, 6-hydroxypicolinohydrazide, pyridine-2-carbohydrazide, 
picolinohydroxamic acid, 3-pyridinecarbohydroxamic acid, 2-acetylpyridine, pyrimidine, 
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Figure 2. The structures of sarin and the screened compounds for sarin-inhibited hAChE reactivation
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acetic acid, salicylic acid, pidolic acid, boc-nipecotic acid and indole butyric acid with 
2-PAM as a commercial antidote to screen for the potential reactivators. The structure of 
sarin and the screened compounds (Figure 2), which have been retrieved from (https://
pubchem.ncbi.nlm.nih.gov/) represent various functional groups with cationic or uncharged 
properties such as oxime, hydrazide, pyridine, pyrimidine, carboxylic acid and hydroxamic 
acid. 
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The binding energy of the sarin-inhibited hAChE complex with the compounds was 
estimated and compared. The binding energy is obtained by calculating the energy at the 
infinite distance between the selected object and the rest of the simulation system (the 
unbound state) and subtracting the energy of the simulation system (the bound state) (Chen 
et al., 2015). The reactivators, which have higher binding energy with the sarin-inhibited 
hAChE complex, were selected as potential antidotes. In some other docking programs, 
binding energy with negative value represents better binding, for example, AutoDock.  
This is because these programs do not report ‘binding energies’ but the energy required to 
disassemble a compound into separate components which usually positive. 

LogP Calculation to Predict the Selected Compounds Lipophilicity 

For compounds with good binding and reactivation potential (based on their nucleophilic 
attack distance), LogP determination was carried out using Molinspiration (http://www.
molinspiration.com/cgi-bin/properties) to determine their lipophilicity. 

Molecular Dynamics Simulation (MDS)

Simulation of molecular dynamics was performed for the sarin-inhibited hAChE and 
sarin-inhibited hAChE complex with the selected potential reactivator. The pose with 
high energy value and shorter distances O-P was selected. The simulation protocol started 
with the covalent geometry corrected and the unwanted water molecules were removed. 
Optimization of the hydrogen-bond network, and thereafter a cubic simulation cell was 
created in the periodic boundary state, where the protein of each complex was parameterized 
by the force field of AMBER03 (Duan et al., 2003). The pH of the system was maintained 
at 7.4 to mimic the physiological conditions. MDS has been performed for 20 ns and the 
resulting trajectories were studied for different analyses. This final system setup was used 
for the production run and simulation snapshot coordinates were saved every 30 ps. 

Analysis of MDS Trajectories

The analyses of the trajectories were performed from replicates of three different simulations 
run at different initial velocities. All the MDS results were characterized using a preinstalled 
macro within the YASARA suite including total energy, Root Mean Square Deviation 
(RMSD), Root Mean Square Fluctuations (RMSF) and Solvent Accessible Surface Area 
(SASA). RMSD value is the average distance between the atoms estimation during 
simulation, which suggests structural changes (Ishak et al., 2017). The local variations as 
well as the residue movement differences could be computed by the RMSF. Both RMSD 
and RMSF calculate the stability and flexibility of a residue in the enzyme-complex at a 
given simulated time. Besides, the quality of the complex structure could also determine 
by the RMSD value (Bagaria et al., 2012). SASA represents the accessibility surface area 
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of a biomolecule towards solvent. All visual structure analysis and figure design were 
performed using YASARA and POVRay (http://www.povray.org) (Krieger & Vriend, 2014).

RESULTS AND DISCUSSION

Validation of the Autodock 4.2.5.1 Tool to Perform Covalent Docking

The molecular surface of sarin-docked hAChE is shown in Figure 3. Superposition of sarin-
docked-hAChE with the deposited crystal structure of sarin-inhibited hAChE (Figure 4) 
presented 0.3 Å RMSD value is with 99.81% sequence identity. The residues of the active 
sites were fully conserved. These two structures show low variation positions to validate 
the docking protocol used since the RMSD value falls in the acceptable range of below 
1 Å. This validation is important to support the reliability of the output for reactivators 
docked-inhibited AChE study. Several important interactions of the docked-sarin AChE 
were in agreement with the reported literature on the crystal structure of sarin-inhibited 
hAChE. Thus, these important intramolecular interactions were highlighted in detail as well. 

When the sarin molecule enters into the active sites gorge of the AChE, the sarin-
inhibited hAChE complex is formed. The aromatic hydrophobic residues lining along 
the gorge, as shown by Asp74, helps to orient the sarin molecule into the active sites in a 

Figure 3. Molecular surface of sarin-docked inhibited hAChE. The red arrow shows the gorge entrance of the 
binding pocket. Sarin (multicolor) is attracted to the binding pocket by the interaction of polar hydrophobic 
residues around the gorge entrance
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reactive position (Wlodek et al., 2000). hAChE residue in the catalytic triad, Ser203, will 
attack the phosphoryl group from sarin. This nucleophilic attack involves the oxygen atom 
of Ser203 (Qiao et al., 2014). The bond between phosphorus and fluorine becomes weaker 
as the partial bond forms between the oxygen in serine and the phosphorus in sarin. This 
molecular configuration is known as a pentacoordinate intermediate. Fluorine acts as a 
leaving group once the bond between the serine and sarin is fully formed. The ability of the 
AChE to hydrolyze acetylcholine is entirely disabled because of the stability of the sarin 
adduct. Table 1 presents the distance, interaction and binding energy of sarin-inhibited 
AChE. These output values are given by the YASARA integrated Autodock scoring 
function. The binding energy of sarin towards hAChE with stated contacting residues was 
calculated as 3.63 kcal/mol. 

(a) (b)
Figure 4. (a) Superposition of sarin-inhibited hAChE with the deposited crystal structure of sarin-inhibited 
hAChE, (b) a zoomed-in figure of the superposition, multicolor denotes sarin

Sarin is categorized as a classical nerve agent in which its structure, bearing a dimethoxy 
or diethoxy group attached to a phosphorylated AChE consequence in a complex that can 
be easily reactivated (Lotti, 2010). This fact supports the low binding energy value of sarin 
towards hAChE. Ser203, Gly121 and Gly122 are the AChE residues that create a hydrogen 
bond towards sarin with a distance of approximately 1.03-2.04 Å. Residues involved in the 
sarin-inhibited hAChE complex are shown in Figure 5. Gly121 and 122 form hydrogen 
bonds with the oxygen from the sarin molecule (shown by the yellow dotted line). Ser203, 



Pertanika J. Sci. & Technol. 29 (3): 2217 - 2240 (2021) 2225

In silico Study of Potential Non-oxime Reactivator

Glu334 and His447 are the active site’s residues for the catalytic machinery of hAChE. 
The nucleophilic oxygen from Ser203 attacks the phosphoryl group of sarin, forming the 
bonding with a distance of 3.206 Å, which is a new forming bond between Ser203 and 
sarin. Trp86 interacts with sarin for the maximum π-cation interaction on the anionic 
subsite of the AChE apart from Ser203 (Patil et al., 2018). This residue is also reported to 
guard the inhibitor at the bottleneck on the binding gorge. The role of Trp86, Tyr124 and 
Ser203 is to hold sarin in its binding cavity (Zhang et al., 2016; Abou-Donia et al., 2016). 
Intramolecular π-π interaction of Phe297 with other hAChE residues is also detected, 
whereby this interaction is significant in terms of most of the OP-AChE interaction. The 
sarin AChE complex is stabilized by hydrophobic interactions.

Docking Study of the Selected Compounds towards Sarin-inhibited hAChE

The AChE has two important sites for the reactivation to occur, known as the PAS and 
the esteric site. These residues, Trp86, Tyr124, Phe297, Tyr337 and Tyr341, are the major 
contributors for the hydrophobic interaction and ligand stabilization in the peripheral site 
area (de Almeida et al., 2016). Table 2 presents the distance, interaction and binding energy 
of the reactivators towards sarin-inhibited AChE compared to commercially available 
2-PAM. These values were calculated by the YASARA integrated Autodock scoring 
function. Larger molecules give higher binding energy despite their compound charge, 
which highly due to the H-bonds formed with the amino acids and their interaction energies 
(Schaeffer, 2008). (R)-Boc-nipecotic acid is among the compound with a larger structure and 
exhibits high binding energy (6.29 kcal/mol) with the shortest nucleophilic O—P distance. 

The detailed interaction of this compound is further discussed below. Another factor 
that contributes to the binding energy value, is the charged or uncharged oxime group 
which affects its affinity for the complex hAChE/sarin (Colovic et al., 2013). The binding 
energy of salicylamidoxime is lower as compared to 2-PAM. This might occurs due to the 
charged quaternary group of the oxime interacts with the anionic center of AChE (Musilek 
et al., 2007). For non-oxime reactivator, which has been reported by Cadieux et al. (2016), 

Table 1 
Distance, interaction and binding energy of sarin-inhibited hAChE

Distance
O-P
(Å)

H-bond 
interactions

Binding 
energy

(kcal/mol)

Peripheral site interactions

0.98 Ser203, 
Gly121, 
Gly122

3.63 Gly122, Glu202, Ser203, Ala204, Gly205, 
Ala206, Ala207, Gln228, Ser229, Gly230, 
Ala231, Trp236, Phe295, Phe297, Phe338, 

Val407, His447.
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the alkylation or acylation of the amine (aniline) affects binding affinity, whereby the para 
position of the amine concerning the hydroxyl group is preferred. The presence or position 
of the hydroxyl group is also crucial for reactivation (Cadieux et al., 2016). Additionally, 
the existence or position of another amine (benzylic amine) highly influences the binding 
affinity compared to reactivation. Compounds under the hydrazide group display moderate 
binding energies with shorter nucleophilic distances except for pyridine-2-carbohydrazide 
which has a longer distance towards O-P. This is due to the absence of the hydroxyl group 
(strong nucleophile) in its benzene ring. 

Hydroxamic acid group consists of two compounds that only differs at their N position; 
meta and ortho have a distinct nucleophilic distance with slightly higher binding energy 
recorded for nicoxamat with ortho position. The substituent position does affecting the 
reactivation activity due to electron cloud distribution (de Koning et al., 2018; Bregente 
& Yunes, 1997). Interestingly, compounds in carboxylic acids show high binding energy 
especially for (R)-Boc-nipecotic acid, (S)-Boc-nipecotic acid and indolebutyric acid due 
to the presence of the amine group in their benzene ring. Both Boc-nipecotic acid have 
amine and hydroxyl group in the para position which is favored, the binding energy and 
nucleophilic attack distance values are promising (Cadieux et al., 2016). (R) isomer shows 
a slightly lower binding energy value compared to the (S) isomer which might due to the 
further position of this isomer towards the anionic subsite.  This subsite is responsible for 
the binding of the reactivator to steer towards AChE’s active site. Nevertheless, the (R) 

Figure 5. Residues involved in the sarin-inhibited hAChE complex interactions. Multicolored represents sarin, 
while gray color denotes hAChE. The arrow represents the nucleophilic attack distance from Ser203 towards 
the phosphorus atom of sarin, the yellow dotted line represents hydrogen bonding while red and green lines 
denote π-π and hydrophobic interactions, respectively
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Table 2 
Distance, interaction and binding energy of the reactivators towards sarin-inhibited hAChE compared to 
commercially available 2-PAM

Reactivators Distance 
O ... OP

(Å)

H-bond 
interactions

Binding 
energy
(kcal/
mol)

Peripheral
site interactions

4-hydroxybenzohydrazide 4.346 Tyr124,
Arg296

5.93 Tyr72, Asp74, 
Tyr124, Trp286, 

Tyr341
2-acetylpyridine 9.800 Tyr124,

Arg296
4.21 Tyr124, Trp286, 

Tyr341
Salicylamidoxime 15.95 Tyr124,

Arg296
5.54 Trp86, Gly120 

Gly121, Tyr124, 
Ser203, His447, 

Gly448
2-PAM 7.426 Tyr124, 

Arg296
6.69 Trp86, Gly120, 

Gly121, 
Ser203 Tyr337,  
His447, Gly448

Salicylic acid 8.825 Tyr124,
Arg296

5.13 Trp86, Gly120, 
Gly121, Ser203, 
Tyr337,  His447, 

Gly448
6-hydroxypicolinohydrazide 6.868 Tyr124,

Arg296
5.51 Trp86, Gly120, 

Gly121, Tyr124, 
Ser203, Tyr337, 
His447, Gly448

Acetic acid 21.133 - 3.95 -
(R)Boc-nipecotic acid 8.778 Phe295,

Tyr341
6.29 Tyr124, 

SGB203 
Trp286, 
Leu289, 
Arg296,  

Phe297, Tyr337, 
Phe338, Tyr341

(S)Boc-nipecotic acid 10.958 Tyr124,
Arg296

6.91 Tyr72, Tyr124, 
Trp286,  Tyr337, 

Tyr341
Nicoxamat 9.748 Tyr 124, 

Arg296
5.21 Tyr72, Tyr124,  

Ser203, Trp286,  
Phe338, Tyr341
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and (S) configuration of this compound seems to highly affect the nucleophilic distance 
which shows the nucleophile from (R) position directing towards the OP. 

Indolebutyric acid which has a hydroxyl group located far from its benzene ring, 
shows a longer nucleophilic distance.  Salicylic acid shows lower binding energy and 
shorter nucleophilic distance because of the absence of the N atom and the presence of the 
hydroxyl group respectively. Pidolic and acetic acid, which have no benzene ring, recorded 
low binding energy. Both pyridine and pyrimidine show lower binding energies, although 
they exhibit an amine group, which might due to the smaller size of the structures. Based 
on the nucleophilic attack distances of all the tested compounds, 4-hydroxybenzohydrazide, 
6-hydroxypicolinohydrazide and (R)-Boc-nipecotic acid show higher reactivation potential. 
Nevertheless, since lipophilicity is another important factor to be considered, LogP values 
for 4-hydroxybenzohydrazide, 6-hydroxypicolinohydrazide and (R)-Boc-nipecotic acid 
were recorded as -0.16, -1.19 and 1.40 respectively. This explains our preference towards 
(R)-Boc-nipecotic acid. Molecular surface view of the docking of (R)-Boc-nipecotic acid 
towards sarin-inhibited hAChE is shown in Figure 6. Asp74 appears at the gorge entrance 
which helps to steer the molecule into the active sites in the reactive orientation. Asp74 

Table 2 (Continued)

Reactivators Distance 
O...OP

(Å)

H-bond 
interactions

Binding 
energy
(kcal/
mol)

Peripheral
site interactions

Indolebutyric acid 15.837 Tyr124, 
Arg296

5.98 Tyr72, Asp74,  
Gly121,  Gly122, 
Tyr124  Ser203, 

Trp286,   Tyr337, 
Phe338,  Tyr341

Picolinohydroxamic acid 15.002 Tyr124, 
Arg296

4.92 Trp86, Gly120, 
Gly121, Ser203, 
Tyr337, His447, 

Gly448
Pidolic acid 9.950 Tyr124, 

Arg296
4.51 Tyr124, Trp286, 

Tyr341
Pyridine-2-carbohydrazide 19.422 Tyr124, 

Arg296
4.84 Trp86, Gly120, 

Gly121,  Gly122, 
Tyr124, Ser203, 
Tyr337, His447, 

Gly448
Pyrimidine 9.856 Arg296 2.58 Trp286, Tyr341
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which is located at the PAS of human AChE is recorded as the first step in the catalytic 
pathway and affects the binding energy (Mallender et al., 2000). 

Some experimental results highlight this finding, whereby the quaternary nitrogen or 
the charge oxime is crucial for the affinity towards the OP/AChE complex (Shafferman 
et al., 1992; Barak et al., 1994; Mallender et al., 2000; Ordentlich et al., 2004; Johnson & 
Moore, 2006; Artursson et al., 2009). de Souza et al. (2020) described that based on the 
binding energies of 2-PAM and HI-6 towards AChE-OP, a higher affinity of HI-6 towards 
the AChE-OP complex is seen. This highlights the contribution of the two quaternary 
N atoms in electrostatic effects which granted twice more affinity compared to 2-PAM. 
Meanwhile, in this study, binding energies of 2-PAM and (R)-Boc-nipecotic acid towards 
sarin-inhibited hAChE showed a small difference in their binding energies values since 
both tested reactivators have only one N atom in their structure. 

In order to reactivate the AChE-OP complex, a reactivator should exhibit good 
affinity and reactivity. Good affinity derived from these physicochemical features such 
as; electrostatic effects, hydrophobic interactions and steric compatibility, while reactivity 
derived from the nucleophilicity of the oxime or non-oxime moiety (de Souza et al., 2020). 
Hence, the structure and the position of the reactivator also affect the reactivation potential. 
(R)-Boc-nipecotic acid is seen to interact with PAS residues (Tyr124, Trp286, Phe297, 
Tyr337 and Tyr341) from the hAChE. These residues are essential in the binding of the 
reactivators, thus exposing them to the anionic subsite where electrostatic interaction occurs. 
Figure 7 shows the hydrogen bonding of Phe295 and Tyr341 towards (R)-Boc-nipecotic 
acid. The distance is around 2.08-2.12 Å. Nucleophilic attack of the hydroxyl group from 
(R)-Boc-nipecotic acid towards the sarin-inhibited hAChE complex occurs with a distance 
of 8.778 Å (Figure 8). 

Hence, the sarin adduct from the oxygen of the active site serine is removed and 
reactivate the hAChE. The affinity for the whole system increases when the affinity between 
the reactivators and the P-site area increases, and causes stabilization (de Almeida et al., 
2016). 

Figure 9 shows the interaction of OH from Tyr124 at the anionic site with nitrogen 
from (R)-Boc-nipecotic acid with a distance of 3.603 Å (electrostatic interaction). Aromatic 
rings of Tyr124 flank the indole group of Trp286 and together they interact with charged 
groups of ligand (Johnson & Moore, 2006). Moreover, the indole ring of Trp286 can 
make different interaction modes towards the ligand, such as aromatic-aromatic, stacking 
and π-cation depending on the nature of the ligand. Hydrophobic interactions of hAChE 
residues towards (R)-Boc-nipecotic acid is also detected for complex stabilization. Apart 
from these interactions, (R)-Boc-nipecotic acid might also introduce as a carboxylic acid 
moiety source, which can be attached to various oximes that have been successfully proven 
as a potential antidote. A study carried out by de Koning et al. (2017), which reported the 
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Figure 6. Docking of (R)-Boc-nipecotic acid towards sarin-inhibited hAChE. The red arrow shows the gorge 
entrance of the binding pocket. Multicolor represents (R)-Boc-nipecotic acid and gray represents inhibited 
hAChE

Figure 7. Hydrogen bonding of Phe295 and Tyr341 towards (R)-Boc-nipecotic acid (indicated by the yellow 
dotted line)

insertion of various linker lengths of carboxylic acid to the pyridinium and imidazole 
oximes, has successfully reactivated sarin-inhibited AChE. 
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MDS Analysis of hAChE-sarin and hAChE-sarin/(R)-Boc-nipecotic Acid 
The best pose for hAChE-sarin/(R)-Boc-nipecotic acid complex was further investigated 
by MDS. The energy plot for the complex hAChE-sarin with and without reactivator (R)-
Boc-nipecotic acid during 20 ns of MDS is presented in Figure 10. The results indicated that 
both hAChE-sarin and hAChE-sarin/(R)-Boc-nipecotic acid docking complexes showed 
initial energy around -1.390000 ×106 kJ/mol, fluctuated up to 1.35 ns and afterward the 
complex hAChE-sarin/(R)-Boc-nipecotic acid stabilized at an energy range of -1.376385 
x 106 kJ/mol. This energy level is slightly higher compared to the energy level of hAChE-
sarin complex before docking with (R)-Boc-nipecotic acid, which stabilized at an energy 
range of -1.381719 x 106 kJ/mol. The lower the energy, the higher the stability (Yellapu et 
al., 2015). The small increment in the energy levels of the hAChE-sarin/(R)-Boc-nipecotic 
acid indicates the stability of this complex after reactivation occurs. 

RMSD plot for the complexes hAChE- sarin with and without (R)-Boc-nipecotic acid 
during 20 ns of MDS is presented (Figure 11) to analyze the stability and affinity of the 
system. There is a slight variation in the RMSD value of hAChE-sarin complex before and 
after docking with (R)-Boc-nipecotic acid. Even though the RMSD fluctuated at the initial 
stage, after 1.35 ns, the hAChE-sarin/(R)-Boc-nipecotic acid complex stabilized within the 
same RMSD range as that of hAChE-sarin complex at a value below 2.00 Å. It is therefore 
appears from the MDS, that complex hAChE-sarin/(R)-Boc-nipecotic acid is stable, thus 
indicating the selective reactivating mode of (R)-Boc-nipecotic acid against hAChE-sarin.

Figure 8. Nucleophilic attack of OH from (R)-Boc-nipecotic acid towards phosphorus atom (from sarin- Ser203 
adduct). The bonding distance is 8.778 Å
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Figure 9. The interactions of OH from Tyr124 at the anionic site with nitrogen from (R)-Boc-nipecotic acid 
(multicolor) with a distance of 3.603 Å (electrostatic interaction). Hydrophobic interactions of contacting 
residues towards (R)-Boc-nipecotic acid (indicated by the green line)

This is also consistent with the variable docking scores. The RMSD value for hAChE-
sarin/(R)-Boc-nipecotic acid complex has deviated from sarin-inhibited hAChE complex 
at around 0.236 Å which represents low position variation. The digression could be related 
to the affinity and the interactions performed with the enzymes, which also presented by 
the higher binding energy of hAChE-sarin/(R)-Boc-nipecotic acid complex as compared 
to the hAChE-sarin. hAChE-sarin/(R)-Boc-nipecotic acid complex exhibits larger position 
variation at the early stage of the simulation. However, at the later stage of the simulation, 
the values were restricted to the range of 1.612 Å and 1.739 Å, which can be regarded as 
stable, given its degree of freedom and frame size. This behavior can be described by the 
larger volume of the interaction site of (R)-Boc-nipecotic acid inside the complex AChE-
sarin. For a better understanding of the structural variations and the conformation flexibility 
of both complexes, RMSFs of Cα on the protein backbone were assessed to analyze the 
variations of every AChE amino acid residue towards the simulation time. 

According to Baweja et al. (2017) and Ishak et al. (2017), residues within protein 
structures show low RMSF values, while loop regions and residues located on the protein 
surface show higher RMSF values. Some high peaks were detected around amino acid 
residues 72–98, 250–280 and 330–360 for structure hAChE-sarin complex compared to 
hAChE-sarin/(R)-Boc-nipecotic acid structure, which shows no peak. This can be seen 
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Figure 10. Energy plot for the complex hAChE-sarin without (red) and with (R)-Boc-nipecotic acid (blue) 

during 20 ns of MDS

Figure 11. RMSD plot for the complexes hAChE-sarin without (red) and with (R)-Boc-nipecotic acid (blue) 
during 20 ns of MDS
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Figure 12. RMSF plot for the complexes hAChE-sarin without (blue) and with (R)-Boc-nipecotic acid (red) 
during 20 ns of mds

Figure 13. SASA plots for the complexes hAChE-sarin without (blue) and with (R)-Boc-nipecotic (red) acid 
during 20 ns of MDS
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from the RMSF plot for the complexes hAChE-sarin with and without reactivator (R)-
Boc-nipecotic acid during 20 ns of MDS (Figure 12). Since the interacting PAS residues 
responsible for the reactivation mechanism are located within these residues, it strengthens 
the possible interaction occurred between (R)-Boc-nipecotic acid with these residues. 
Ser203 shows no peak for the hAChE-sarin complex since this residue is responsible for 
the nucleophilic attack. 

Previously, literature that reported on the MDS of sarin-AChE complex, shows that 
sarin-AChE presents greater position variation from the starting system configuration 
(de Souza et al., 2020). Sarin can affect the whole protein structure due to its interaction 
with the AChE active site’s. This led to a greater volume of the interaction site, directly 
affecting the interactions between amino acids and oximes. Referring to SASA plots for 
the complexes hAChE-sarin with and without reactivator (R)-Boc-nipecotic acid during 
20 ns of MDS (Figure 13), SASA values of both hAChE-sarin and hAChE-sarin/(R)-Boc-
nipecotic acid complexes fluctuate at a range of 19500–21000 Å2 until 1.35 ns. Following 
that, both complexes show a similar SASA pattern of up to 12.5 ns. However, after that, 
the pattern slightly changes for hAChE-sarin whereby its SASA value increased compared 
to hAChE-sarin/(R)-Boc-nipecotic acid complex. This might represent the beginning point 
of the reactivation process. Higher scores mean that more molecules are sticking out into 
the water.  Lower scores mean that more molecules are buried in the protein (Mukherjee 
& Bahadur, 2018). 

Hence, it shows that the increment of the SASA value for hAChE-sarin complex is due 
to no interaction or reactivation occurring. After the reactivation, the protein accessible 
surface area is smaller since the protein became compact due to the H bond between (R)-
Boc-nipecotic acid and hAChE-sarin complex thus explained the lower SASA value of 
hAChE-sarin/(R)-Boc-nipecotic acid complex after 12.5 ns. As described in the docking 
part previously, there are hydrogen bond forms between the (R)-Boc-nipecotic acid towards 
hAChE-sarin complex residues involving Phe295 and Tyr341.

CONCLUSIONS

This study provides information to determine the potential reactivators for sarin-inhibited 
AChE based on the possible distance of the nucleophilic attack of O from the reactivator 
towards P from the sarin. (R)-Boc-nipecotic acid shows shorter nucleophilic attack distance 
and high binding affinity implying that this compound could be an alternative antidote 
towards sarin inhibited-hAChE. Despite the commercial charged oxime, 2-PAM, which 
might present better nucleophilicity towards sarin-inhibited AChE, the uncharged (R)-Boc-
nipecotic acid is presumed to penetrate the blood-brain barrier and worth to be proven 
experimentally. It is hoped that these data should be beneficial in assessing new antidote 
candidates for nerve agent poisoning.
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Please read the Pertanika guidelines and follow these instructions carefully. The Chief Executive Editor reserves the 
right to return manuscripts that are not prepared in accordance with these guidelines.

MANUSCRIPT PREPARATION Manuscript Types 
Pertanika accepts submission of mainly 4 types of manuscripts 
- that have not been published elsewhere (including proceedings) 
- that are not currently being submitted to other journals 

1. Regular article 
Regular article is a full-length original empirical investigation, consisting of introduction, methods, results, 
and discussion. Original research work should present new and significant findings that contribute to the 
advancement of the research area. Analysis and Discussion must be supported with relevant references. 
Size: Generally, each manuscript is not to exceed 6000 words (excluding the abstract, references, tables, and/
or figures), a maximum of 80 references, and an abstract of less than 250 words. 

2. Review article 
A review article reports a critical evaluation of materials about current research that has already been published 
by organising, integrating, and evaluating previously published materials. It summarises the status of knowledge 
and outlines future directions of research within the journal scope. A review article should aim to provide 
systemic overviews, evaluations, and interpretations of research in a given field. Re-analyses as meta-analysis 
and systemic reviews are encouraged. 
Size: Generally, it is expected not to exceed 6000 words (excluding the abstract, references, tables, and/or 
figures), a maximum of 80 references, and an abstract of less than 250 words. 

3. Short communications 
Each article should be timely and brief. It is suitable for the publication of significant technical advances and 
maybe used to: 

(a) reports new developments, significant advances and novel aspects of experimental and theoretical 
methods and techniques which are relevant for scientific investigations within the journal scope; 
(b) reports/discuss on significant matters of policy and perspective related to the science of the journal, 
including ‘personal’ commentary; 
(c) disseminates information and data on topical events of significant scientific and/or social interest within 
the scope of the journal. 

Size: It is limited to 3000 words and have a maximum of 3 figures and/or tables, from 8 to 20 references, 
and an abstract length not exceeding 100 words. The information must be in short but complete form and it 
is not intended to publish preliminary results or to be a reduced version of a regular paper. 

4. Others 
Brief reports, case studies, comments, concept papers, letters to the editor, and replies on previously published 
articles may be considered. 

Language Accuracy 
Pertanika emphasises on the linguistic accuracy of every manuscript published. Articles can be written in 
English or Bahasa Malaysia and they must be competently written and presented in clear and concise 
grammatical English/Bahasa Malaysia. Contributors are strongly advised to have the manuscript checked by 
a colleague with ample experience in writing English manuscripts or a competent English language editor. For 
articles in Bahasa Malaysia, the title, abstract and keywords should be written in both English and Bahasa 
Malaysia. 



P
er

ta
ni

ka
 J

ou
rn

al
 o

f S
ci

en
ce

 &
 T

ec
hn

ol
og

y 
   

   
   

   
   

   
   

   
P

er
ta

ni
ka

 J
ou

rn
al

 o
f S

ci
en

ce
 &

 T
ec

hn
ol

og
y 

   
   

   
   

   
   

   
   

P
er

ta
ni

ka
 J

ou
rn

al
 o

f S
ci

en
ce

 &
 T

ec
hn

ol
og

y

Example (page 2): 

Fast and Robust Diagnostic Technique for the Detection of High Leverage Points 
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1Institute for Mathematical Research, Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, 
Malaysia 
2Department of Mathematics, Faculty of Science, Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, 
Malaysia 
3Department of Statistics, University of Al-Qadisiyah, 88 -Al-Qadisiyah -Al-Diwaniyah, Iraq 

E-mail addresses 
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h.applied.t88@gmail.com (Hasan Talib Hendi) 
jayanthi@upm.edu.my (Jayanthi Arasan) 
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*Corresponding author 

List of Table/Figure: Table 1. 
Figure 1.

Author(s) may be required to provide a certificate confirming that their manuscripts have been adequately 
edited. All editing costs must be borne by the authors. 

Linguistically hopeless manuscripts will be rejected straightaway (e.g., when the language is so poor that one 
cannot be sure of what the authors are really trying to say). This process, taken by authors before submission, 
will greatly facilitate reviewing, and thus, publication.

MANUSCRIPT FORMAT 
The paper should be submitted in one-column format with 1.5 line spacing throughout. Authors are advised to 
use Times New Roman 12-point font and MS Word format. 

1. Manuscript Structure 
The manuscripts, in general, should be organised in the following order: 

Page 1: Running title 
This page should only contain the running title of your paper. The running title is an abbreviated title used 
as the running head on every page of the manuscript. The running title should not exceed 60 characters, 
counting letters and spaces. 

Page 2: Author(s) and Corresponding author’s information 
General information: This page should contain the full title of your paper not exceeding 25 words, 
with the name of all the authors, institutions and corresponding author’s name, institution and full address 
(Street address, telephone number (including extension), handphone number, and e-mail address) for 
editorial correspondence. The corresponding author must be clearly indicated with a superscripted 
asterisk symbol (*). 
Authors’ name: The names of the authors should be named in full without academic titles. For Asian 
(Chinese, Korean, Japanese, Vietnamese), please write first name and middle name before surname 
(family name). The last name in the sequence is considered the surname. 
Authors’ addresses: Multiple authors with different addresses must indicate their respective addresses 
separately by superscript numbers. 
Tables/figures list: A list of the number of black and white/colour figures and tables should also be 
indicated on this page. See “5. Figures & Photographs” for details.

Page 3: Abstract 
This page should repeat the full title of your paper with only the Abstract, usually in one paragraph and 
Keywords. 
Keywords: Not more than 8 keywords in alphabetical order must be provided to describe the content of 
the manuscript. 
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Page 4: Text 
A regular paper should be prepared with the headings Introduction, Materials and Methods, Results and 
Discussions, Conclusions, Acknowledgements, References, and Supplementary data (if any) in this order. 
The literature review may be part of or separated from the Introduction.

2. Levels of Heading 

Level of heading Format
1st LEFT, BOLD, UPPERCASE
2nd Flush left, Bold, Capitalise each word
3rd Bold, Capitalise each word, ending with . 
4th Bold italic, Capitalise each word, ending with . 

3. Equations and Formulae 
These must be set up clearly and should be typed double-spaced. Numbers identifying equations should be in 
square brackets and placed on the right margin of the text. 

4. Tables 
•	 All tables should be prepared in a form consistent with recent issues of Pertanika and should be 

numbered consecutively with Roman numerals (Table 1, Table 2). 

•	 A brief title should be provided, which should be shown at the top of each table (APA format): 

Example: 

Table 1 
PVY infected Nicotiana tabacum plants optical density in ELISA 

•	 Explanatory material should be given in the table legends and footnotes. 

•	 Each table should be prepared on a new page, embedded in the manuscript. 

•	 Authors are advised to keep backup files of all tables. 

** Please submit all tables in Microsoft word format only, because tables submitted as image data 
cannot be edited for publication and are usually in low-resolution. 

5. Figures & Photographs 
•	 Submit an original figure or photograph. 

•	 Line drawings must be clear, with a high black and white contrast.

•	 Each figure or photograph should be prepared on a new page, embedded in the manuscript for reviewing 
to keep the file of the manuscript under 5 MB. 

•	 These should be numbered consecutively with Roman numerals (Figure 1, Figure 2). 

•	 Provide a brief title, which should be shown at the bottom of each table (APA format): 

Example: Figure 1. PVY-infected in vitro callus of Nicotiana tabacum 
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•	 If a figure has been previously published, acknowledge the original source, and submit written permission 
from the copyright holder to reproduce the material. 

•	 Authors are advised to keep backup files of all figures. 

** Figures or photographs must also be submitted separately as TIFF or JPEG, because figures or 
photographs submitted in low-resolution embedded in the manuscript cannot be accepted for 
publication. For electronic figures, create your figures using applications that are capable of preparing 
high-resolution TIFF files. 
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reference list. Use Crossref to find a DOI using author and title information. 

NOTE: When formatting your references, please follow the APA-reference style (7th edition) (refer to the 
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… (Staron, 2020) 
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Mainzer (2020) … 
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https://doi.org/10.1007/978-3-662-59717-0_3 
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Compacting Concrete: Materials, Properties, and 
Applications (pp. 219-248). Woodhead Publishing. 
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P
ertanika Journal of Science & Technology                       P

ertanika Journal of Science & Technology                         P
ertanika Journal of Science & Technology

Insertion in text In reference list

Editor Information prominent’ (the author’s 
name is within parentheses): 
… (Kesharwani, 2020) … 

… (Lanza et al., 2020) … 

Or 
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Laan and Fox (2019) …
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3 or more authors
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… (Midi et al., 2020) … 
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more than 20
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name is within parentheses): 
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‘Author prominent’ (the author’s name is 
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Wiskunde et al. (2019) …

Wiskunde, B., Arslan, M., Fischer, P., Nowak, L., Van 
den Berg, O., Coetzee, L., Juárez, U., Riyaziyyat, E., 
Wang, C., Zhang, I., Li, P., Yang, R., Kumar, B., Xu, 
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G., Virtanen, E., ... Kovács, A. (2019). Indie pop rocks 
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27(1), 1935–1968. https://doi.org/10.0000/3mp7y-537

Journal article with 
an article number
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… (Roe et al., 2020) … 
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‘Author prominent’ (the author’s name is 
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Roe et al. (2020) …

Roe, E. T., Bies, A. J., Montgomery, R. D., Watterson, 
W. J., Parris, B., Boydston, C. R., Sereno, M. E., & 
Taylor, R. P. (2020). Fractal solar panels: Optimizing 
aesthetic and electrical performances. Plos One, 
15(3), Article e0229945. https://doi.org/10.1371/
journal.pone.0229945

Journal article with 
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Information prominent’ (the author’s 
name is within parentheses): 
… (Alfirevic et al., 2017) … 

… (Hayat et al., 2020) … 

… (Fan et al., 2020) … 

Missing volume number 
Alfirevic, Z., Stampalija, T., & Dowswell, T. (2017). 
Fetal and umbilical Doppler ultrasound in high-
risk pregnancies (review). Cochrane Database 
of Systematic Reviews, (6), 1-163. https://doi.
org/10.1002/14651858.CD007529.pub4.Copyright 
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Journal article with 
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‘Author prominent’ (the author’s name is 
outside the parentheses): 
Alfirevic et al. (2017) … 

Hayat et al. (2020) … 

Fan et al. (2020) …

Missing issue number 
Hayat, A., Shaishta, N., Mane, S. K. B., Hayat, A., 
Khan, J., Rehman, A. U., & Li, T. (2020). Molecular 
engineering of polymeric carbon nitride based Donor-
Acceptor conjugated copolymers for enhanced 
photocatalytic full water splitting. Journal of colloid 
and interface science, 560, 743-754. https://doi.
org/10.1016/j.jcis.2019.10.088 

Missing page or article number 
Fan, R. G., Wang, Y. B., Luo, M., Zhang, Y. Q., & Zhu, 
C. P. (2020). SEIR-Based COVID-19 Transmission 
Model and Inflection Point Prediction Analysis. Dianzi 
Keji Daxue Xuebao/Journal of the University of 
Electronic Science and Technology of China, 49(3). 
https://doi.org/10.12178/1001-0548.9_2020029

Several works by 
the same author in 
the same year

Information prominent’ (the author’s 
name is within parentheses): 
… (Chee et al., 2019a, 2019b) … 

Or 

‘Author prominent’ (the author’s name is 
outside the parentheses): 
Chee et al. (2019a, 2019b) …

Chee, S. S., Jawaid, M., Sultan, M. T. H., Alothman, O. 
Y., & Abdullah, L. C. (2019a). Accelerated weathering 
and soil burial effects on colour, biodegradability and 
thermal properties of bamboo/kenaf/epoxy hybrid 
composites. Polymer Testing, 79, Article 106054. 
https://doi.org/10.1016/j.polymertesting.2019.106054 

Chee, S. S., Jawaid, M., Sultan, M. T. H., Alothman, 
O. Y., & Abdullah, L. C. (2019b). Evaluation of the 
hybridization effect on the thermal and thermo-oxidative 
stability of bamboo/kenaf/epoxy hybrid composites. 
Journal of Thermal Analysis and Calorimetry, 137(1), 
55-63. https://doi.org/10.1007/s10973-018-7918-z

Newspaper

Newspaper article – 
with an author

… (Shamshuddin, 2019) ... 

Or 

... Shamshuddin (2019) ...

Shamshuddin, J. (2019, September 23). Lynas plant 
waste residue can be used to boost oil palm growth? 
New Straits Times. https://www.nst.com.my/opinion/
letters/2019/09/523930/lynas-plant-waste-residue-
can-be-used-boost-oil-palm-growth

Newspaper article – 
without an author

(“Zoonotic viruses,” 2017). 

OR 

“Zoonotic viruses” (2017) … 

Use a shortened title (or full title if it is 
short) in Headline Case enclosed in double 
quotation marks.

Zoonotic viruses like swine flu are ticking time boms, 
say experts. (2020, July 4). New Straits Times, 3.

Dissertation/Thesis

Published 
Dissertation or 
Thesis References

… (Rivera, 2016) ... 

Or 

… Rivera (2016) ...

Rivera, C. (2016). Disaster risk management and 
climate change adaptation in urban contexts: 
Integration and challenges [Doctoral dissertation, 
Lund University]. Lund University Publications. https://
lup.lub.lu.se/search/ws/files/5471705/8570923.pdf

Unpublished 
Dissertation or 
Thesis References

… (Brooks, 2014) ... 

Or 

… Brooks (2014) ...

Brooks, J. D. (2015). Bamboo as a strengthening 
agent in concrete beams for medium height structures 
[Unpublished Doctoral dissertation]. The University of 
Washington.

Conference/Seminar Papers

Conference 
proceedings 
published in a 
journal

… (Duckworth et al., 2019) … 

Or 

Duckworth et al. (2019) …

Duckworth, A. L., Quirk, A., Gallop, R., Hoyle, 
R. H., Kelly, D. R., & Matthews, M. D. (2019). 
Cognitive and noncognitive predictors of success. 
Proceedings of the National Academy of Sciences, 
USA, 116(47), 23499-23504. https://doi.org/10.1073/
pnas.1910510116

Conference 
proceedings 
published as a book 
chapter

… (Bedenel et al., 2019) … 

Or 

Bedenel et al. (2019) …

Bedenel, A. L., Jourdan, L., & Biernacki, C. (2019). 
Probability estimation by an adapted genetic 
algorithm in web insurance. In R. Battiti, M. Brunato, 
I. Kotsireas, & P. Pardalos (Eds.), Lecture notes in 
computer science: Vol. 11353. Learning and intelligent 
optimization (pp. 225-240). Springer. https://doi.
org/10.1007/978-3-030-05348-2_21
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Online … (Gu et al., 2018) … 

Or 

Gu et al. (2018) …

Gu, X., Yu, J., Han, Y., Han, M., & Wei, L. (2019, 
July 12-14). Vehicle lane change decision model 
based on random forest. [Paper presentation]. 2019 
IEEE International Conference on Power, Intelligent 
Computing and Systems (ICPICS), Shenyang, China. 
https://doi.org/10.1109/ICPICS47731.2019.8942520

Government Publications

Government as 
author

First in-text reference: Spell out the full 
name with the abbreviation of the body. 
… National Cancer Institute (2019) … 

Or 

… (National Cancer Institute, 2019) … 

Subsequent in-text reference: 
… NCI (2019) … 

Or 

… (NCI, 2019) …

National Cancer Institute. (2019). Taking time: 
Support for people with cancer (NIH Publication No. 
18-2059). U.S. Department of Health and Human 
Services, National Institutes of Health. https://www.
cancer.gov/publications/patient-education/takingtime.
pdf

8. General Guidelines 
Abbreviations: Define alphabetically, other than abbreviations that can be used without definition. Words or 
phrases that are abbreviated in the Introduction and following text should be written out in full the first time that 
they appear in the text, with each abbreviated form in parenthesis. Include the common name or scientific name, 
or both, of animal and plant materials. 

Authors’ Affiliation: The primary affiliation for each author should be the institution where the majority of their 
work was done. If an author has subsequently moved to another institution, the current address may also be 
stated in the footer. 

Co-Authors: The commonly accepted guideline for authorship is that one must have substantially contributed 
to the development of the paper and share accountability for the results. Researchers should decide who will 
be an author and what order they will be listed depending upon their order of importance to the study. Other 
contributions should be cited in the manuscript’s Acknowledgements. 

Similarity Index: All articles received must undergo the initial screening for originality before being sent for peer 
review. Pertanika does not accept any article with a similarity index exceeding 20%. 

Copyright Permissions: Authors should seek necessary permissions for quotations, artwork, boxes or tables 
taken from other publications or other freely available sources on the Internet before submission to Pertanika. 
The Acknowledgement must be given to the original source in the illustration legend, in a table footnote, or at 
the end of the quotation. 

Footnotes: Current addresses of authors if different from heading may be inserted here. 
Page Numbering: Every page of the manuscript, including the title page, references, and tables should be 
numbered. 

Spelling: The journal uses American or British spelling and authors may follow the latest edition of the Oxford 
Advanced Learner’s Dictionary for British spellings. Each manuscript should follow one type of spelling only.

SUBMISSION OF MANUSCRIPTS 
All submissions must be made electronically using the ScholarOne™ online submission system, a web-
based portal by Clarivate Analytics. For more information, go to our web page and click “Online Submission 
(ScholarOneTM)”. 

Submission Checklist 
1. MANUSCRIPT: 
Ensure your manuscript has followed the Pertanika style particularly the first-4-pages as explained earlier. 
The article should be written in a good academic style and provide an accurate and succinct description of the 
contents ensuring that grammar and spelling errors have been corrected before submission. It should also not 
exceed the suggested length. 
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that the corresponding author can sign on their behalf. Articles cannot be published until a signed form (original 
pen-to-paper signature) has been received. 

Visit our Journal’s website for more details at http://www.pertanika.upm.edu.my/ 

ACCESS TO PUBLISHED MATERIALS 
Under the journal’s open access initiative, authors can choose to download free material (via PDF link) from any 
of the journal issues from Pertanika’s website. Under “Browse Journals” you will see a link, “Regular Issue”, 
“Special Issue” or “Archives”. Here you will get access to all current and back-issues from 1978 onwards. No 
hard copy of journals or offprints are printed. 

Visit our Journal’s website at:
http://www.pertanika.upm.edu.my/regular_issues.php for “Regular Issue” 
http://www.pertanika.upm.edu.my/cspecial_issues.php for “Special Issue” 

http://www.pertanika.upm.edu.my/journal_archives.php for “Archives”

PUBLICATION CHARGE 
Upon acceptance of a manuscript, a processing fee of RM 750 / USD 250 will be imposed on authors; RM 750 for 
any corresponding author affiliated to an institution in Malaysia; USD 250 for any corresponding author affiliated 
to an institution outside Malaysia. Payment must be made online at https://paygate.upm.edu.my/action.do?do= 



Modelling Benign Ovarian Cyst Risk Factors and Symptoms via Log-
Linear Model 

Siti Zulaikha Mohd Jamaludin, Mohd Tahir Ismail, Mohd 
Shareduwan Mohd Kasihmuddin, Mohd. Asyraf Mansor, Siti Noor 
Farwina Mohamad Anwar Antony and Adnin Adawiyah Makhul

2199

Chemical Sciences
In silico Study of Potential Non-oxime Reactivator for Sarin-inhibited 
Human Acetylcholinesterase 

Rauda A. Mohamed, Keat Khim Ong, Norhana Abdul Halim, Noor 
Azilah Mohd Kasim, Siti Aminah Mohd Noor, Victor Feizal Knight, 
Rabbani Muhamad and Wan Md Zin Wan Yunus

2217



Detection of COVID-19 from Chest X-ray and CT Scan Images using 
Improved Stacked Sparse Autoencoder 

Syahril Ramadhan Saufi, Muhd Danial Abu Hasan, Zair Asrar 
Ahmad, Mohd Salman Leong and Lim Meng Hee

2045

Short communication
Determination of Antioxidant Compounds, Proximate Compositions 
and Assessment of Free Radical Scavenging Activities of Nypa 
Fruticans Wurmb. Sap 

Siti Fatimah Roqiah Yahaya, Niza Samsuddin, Suhana Mamat, Rozita 
Hod, Nor Zamzila Abdullah, Nor Azlina A. Rahman and Siti Zaiton 
Mat So’Ad

2061

Short communication
Comparative Analyses on Synthetic Membranes for Artificial Blood 
Feeding of Aedes aegypti using Digital Thermo Mosquito Blood 
Feeder (DITMOF) 

Mohd Farihan Md Yatim, Aishah Hani Azil, Nazarudin Safian, Ahmad 
Firdaus Mohd Salleh and Mohd Khadri Shahar

2073

Earth Sciences
The Characteristics of West Season Wind and Wave as well as Their 
Impacts on Ferry Cruise in The Kalianget-Kangean Cruise Route, 
Madura, Indonesia 

Viv Djanat Prasita, Lukman Aulia Zati and Supriyatno Widagdo

2087

Spatial Distribution of Picophytoplankton in Southeastern Coast of 
Peninsular Malaysia Using Flow Cytometry 

Roswati Md Amin, Md Suffian Idris, Nurul Asmera Mudiman, Noor 
Hazwani Mohd Azmi and Hing Lee Siang

2103

Effects of vegetation covers for outdoor thermal improvement: A Case 
Study at Abubakar Tafawa Balewa University, Bauchi, Nigeria 

Kabiru Haruna Abdulkarim, Azmiah Abd Ghafar, Lee Yoke Lai and 
Ismail Said

2125

Mathematical Sciences
Evaluating the Steady-state Performance of the Synthetic Coefficient 
of Variation Chart 

Ming Hui Chew, Wai Chung Yeong, Muzalwana Abdul Talib, Sok Li 
Lim and Khai Wah Khaw

2149

Assessing the Impacts of Competition and Dispersal on a Multiple 
Interactions Type Model 

Murtala Bello Aliyu, Mohd Hafiz Mohd and Mohd Salmi Md. Noorani

2175



Review article
A Comprehensive Review of Automated Essay Scoring (AES) Research 
and Development 

Chun Then Lim, Chih How Bong, Wee Sian Wong and Nung Kion Lee

1875

PRIB-CDS: An Energy Efficient Low Duty Cycle Broadcasting Scheme for 
Wireless Sensor Network 

Anubhama Ramasamy and Rajendran Thangavel

1901

Speech Emotion Recognition Using Deep Learning LSTM for Tamil 
Language 

Bennilo Fernandes and Kasiprasad Mannepalli 

1915

An Analysis of Emotional Speech Recognition for Tamil Language Using 
Deep Learning Gate Recurrent Unit 

Bennilo Fernandes and Kasiprasad Mannepalli

1937

Performance Evaluation of Heuristics and Meta-Heuristics Traffic Control 
Strategies Using the UTNSim Traffic Simulator 

Ng Kok Mun and Mamun Ibne Reaz

1963

Material Sciences
Effect of Stick - Slip Phenomena between Human Skin and UHMW 
Polyethylene 

Emad Kamil Hussein, Kussay Ahmed Subhi and Tayser Sumer Gaaz

1979

Development of Mini CNC Machine Design and Building for Making 
Ceramic Cup and Bowl Prototype 

Anantakul Intarapadung

1991

Synthesis and Characterization of Composite Materials with Enhanced 
Thermo-Mechanical Properties for Unmanned Aerial Vehicles (Uavs) and 
Aerospace Technologies 

Zahid Iqbal Khan, Zurina Mohamad, Abdul Razak Rahmat and 
Unsia Habib

2003

Electromechanical Characteristics of Core Free Folded Dielectric Electro-
active Polymer Soft Actuator 

Abdul Malek Abdul Wahab, Muhamad Azhan Anuar and Muhamad 
Sukri Hadi

2017

Medical and Health Sciences
Methylmercury Detection in Maternal Blood Samples by Liquid 
Chromatography with Inductively Coupled Plasma Mass Spectrometry 

Amirah Abedinlah1, Saliza Mohd Elias, Sarva Mangala Praveena, 
Suhaili Abu Bakar, Zulida Rejali and Juliana Jalaludin

2027



Behavior for Sandwich Plate with Functionally Graded Porous Metal Core 
Emad Kadum Njim, Sadeq H. Bakhy and Muhannad Al-Waily

1655

Design of Soymilk Product Development from Grobogan Soybean Variety 
in Indonesia 

Andita Sayekti, Atris Suyantohadi, Mirwan Ushada and David Yudianto

1683

Engineering Sciences
Review article
Contact and Non-contact Heart Beat Rate Measurement Techniques: 
Challenges and Issues 

Wei Leong Khong, Muralindran Mariappan and Chee Siang Chong

1707

Application of Cubature Information Filter for Underwater Target Path 
Estimation 

Guduru Naga Divya and Sanagapallea Koteswara Rao 

1733

Effect of Extraction Time and Temperature on Total Flavanoid Contents 
of Petai Belalang (Leucaena leucocephala) Seed Pretreated by Enzymatic 
Hydrolysis 

Nor Hanimah Hamidi, Nurul Athirah Mohd Alwi, Haishwari 
Tarmalingam, Siti Sabirah Ani Kutty and Siti Nur Nadzmiah 
Mohd Nor

1751

Empirical Model of Ground-Borne Vibration Induced by Freight Railway 
Traffic 

Mohd Khairul Afzan Mohd Lazi, Muhammad Akram Adnan and 
Norliana Sulaiman

1763

Development of Mini CNC Machine Design and Building for Making 
Ceramic Cup and Bowl Prototype 

Anantakul Intarapadung 

1787

Magnetohydrodynamic Flow and Heat Transfer Over an Exponentially 
Stretching/Shrinking Sheet in Ferrofluids 

Nurfazila Rasli and Norshafira Ramli

1811

Development of a Fluidized Bed Dryer for Drying of a Sago Bagasse 
Nur Tantiyani Ali Othman and Ivan Adler Harry

1831

Information, Computer and Communication Technologies
Review article
Text Messaging Platforms in Mental Health Computerised-based Therapy: 
A Review 

Teh Faradilla Abdul Rahman and Norshita Mat Nayan

1847



Treat-ability of Manihot esculenta Peel Extract as Coagulant Aid for 
Stabilised Leachate 

Siti Nor Aishah Mohd-Salleh, Nur Shaylinda Mohd-Zin, Norzila 
Othman, Yashni Gopalakrishnan and Norshila Abu-Bakar

1503

Sequestration of Pb(II) from Aqueous Environment by Palm Kernel Shell 
Activated Carbon: Isotherm and Kinetic Analyses 

Ekemini Monday Isokise, Abdul Halim Abdullah and Tan Yen Ping

1517

Rhodamine 6g Removal from Aqueous Solution with Coconut Shell-
Derived Nanomagnetic Adsorbent Composite (Cs-Nmac): Isotherm and 
Kinetic Studies 

Palsan Sannasi Abdullah, Lim Kai Wen, Huda Awang and Siti Nuurul 
Huda Mohammad Azmin

1535

Length-weight Relationship and Relative Condition Factor of Two 
Dominant Species (Cyclocheilithys apogon and Notopterus notopterus) at 
Subang Lake, Selangor, Malaysia 

Xeai Li Chai, Rohasliney Hashim, Muhammad Nur Aiman Rahmat, 
Mohamad Hamizan Kamaludin, Nur Ain Habullah and Izharuddin 
Shah Kamaruddin

1557

Applied Sciences and Technologies
Review article
Revisiting Solar Photovoltaic Roadmap of Tropical Malaysia: Past, Present 
and Future 

Hedzlin Zainuddin, Hazman Raziq Salikin, Sulaiman Shaari, Mohamad 
Zhafran Hussin and Ardin Manja 

1567

Environmental Assessment of Groundwater Quality for Irrigation Purposes: 
A Case Study of Hillah City In Iraq 

Zaid Abed Al-Ridah, Ahmed Samir Naje, Diaa Fliah Hassan and 
Hussein Ali Mahdi Al-Zubaid

1579

Designing the Ergonomic Press and Molding Machine of Cassava Chips for 
Sustainable Development in SMEs 

Silviana, Andy Hardianto, Naif Fuhaid and Dadang Hermawan

1595

Numerical Simulations and Experimental Validation on LBW Bead Profiles 
of Ti-6Al-4V Alloy 

Harish Mooli, Srinivasa Rao Seeram, Satyanarayana Goteti and 
Nageswara Rao Boggarapu

1609

Thermal Comfort Performance of Naturally Ventilated Royal Malaysian 
Police (RMP) Lockup in Hot and Humid Climate of Malaysia 

Bismiazan Abd. Razak, Mohd. Farid Mohamed, Wardah Fatimah 
Mohammad Yusoff and Mohd. Khairul Azhar Mat Sulaiman

1627



Pertanika JST

 

  

 

 
 

 

 

 

-

Pertanika Editorial Office, Journal Division
Putra Science Park
1st Floor, IDEA Tower II
UPM-MTDC Technology Centre
Universiti Putra Malaysia
43400 UPM Serdang
Selangor Darul Ehsan
Malaysia

http://penerbit.upm.edu.my
E-mail: penerbit@upm.edu.my
Tel: +603 9769 8851

http://www.pertanika.upm.edu.my/
E-mail: executive_editor.pertanika@upm.edu.my
Tel: +603 9769 1622

Pertanika Journal of Science & Technology
Vol. 29 (3) Jul. 2021

Content
Foreword

Mohammad Jawaid i

Environmental Sciences
Review article
Wastewater from Washed Rice Water as Plant Nutrient Source: Current 
Understanding and Knowledge Gaps 

Nabayi Abba, Christopher Teh Boon Sung, Tan Ngai Paing and Ali 
Tan Kee Zuan

1347 

Measurement of Thermal Comfort in Urban Public Spaces Semarang, 
Indonesia 

Rina Kurniati, Wakhidah Kurniawati, Diah Intan Kusumo Dewi and 
Mega Febrina Kusumo Astuti

1371

Efficient Solid Waste Management in Prai Industrial Area through GIS 
using Dijkstra and Travelling Salesman Problem Algorithms 

Gaeithry Manoharam, Mohd. Tahir Ismail, Ismail Ahmad Abir and 
Majid Khan Majahar Ali

1397

Traffic Noise Level Assessment in the Residential Area around Different 
Road Functions in Malang City, East Java, Indonesia 

Ngudi Tjahjono, Imam Hanafi, Latipun Latipun and Suyadi Suyadi

1419

Factors in Adopting Green Information Technology: A Qualitative Study 
in Malaysia 

Siti Aishah Ramli, Boon Cheong Chew and Adi Saptari

1431

Magnesium-Palm Kernel Shell Biochar Composite for Effective Methylene 
Blue Removal: Optimization via Response Surface Methodology 

Nur Hanani Hasana, Rafeah Wahi, Yusralina Yusof and Nabisab 
Mujawar Mubarak 

1451

Evaluation and Application of New-Semarang Coastal Resources 
Management 

Alin Fithor, Slamet Budi Prayitno, Frida Purwanti and Agus Indarjo 

1475

Immobilized Microalgae using Alginate for Wastewater Treatment 
Amanatuzzakiah Abdul Halim and Wan Nor Atikah Wan Haron

1489


	01 Front cover PJST Vol. 29 (3) Jul. 2021.pdf
	2 Opening page JST Vol 29 (3) Jul. 2021.pdf
	3 EB JST Vol 29 (3) Jul. 2021.pdf
	4 Content JST Vol 29 (3) Jul. 2021.pdf
	5 Foreword JST Vol 29 (3) Jul. 2021.pdf
	01 JST-2329-2020.pdf
	02 JST-2195-2020.pdf
	03 JST-2197-2020.pdf
	04 JST-2286-2020.pdf
	05 JST-2343-2020.pdf
	06 JST-2442-2021.pdf
	07 JST-2450-2021.pdf
	08 JST-2463-2021.pdf
	09 JST-2470-2021.pdf
	10 JST-2374-2020.pdf
	11 JST-2478-2021.pdf
	12 JST-2492-2021.pdf
	13 JST-2426-2021.pdf
	14 JST-2328-2020.pdf
	15 JST-2408-2021.pdf
	16 JST-2457-2021.pdf
	17 JST-2469-2021.pdf
	18 JST-2475-2021.pdf
	19 JST-2506-2021.pdf
	20 JST-2204-2020.pdf
	21 JST-2322-2020.pdf
	22 JST-2323-2020.pdf
	23 JST-2382-2020.pdf
	24 JST-2397-2020.pdf
	25 JST-2483-2021.pdf
	26 JST-2346-2020.pdf
	27 JST-2481-2021.pdf
	28 JST-2438-2021.pdf
	29 JST-2324-2020.pdf
	30 JST-2460-2021.pdf
	31 JST-2473-2021.pdf
	32 JST-2474-2021.pdf
	33 JST-2307-2020.pdf
	34 JST-2392-2020.pdf
	35 JST-2355-2020.pdf
	36 JST-2540-2021.pdf
	37 JST-2500-2021.pdf
	38 JST-2352-2020.pdf
	39 JST-2453-2021.pdf
	40 JST-2456-2021.pdf
	41 JST-2356-2020.pdf
	42 JST-2376-2020.pdf
	43 JST-2488-2021.pdf
	44 JST-2353-2020.pdf
	45 JST-2256-2020.pdf
	46 JST-2435-2021.pdf
	47 JST-2378-2020.pdf
	7 Reviewer List JST Vol 29 (3) Jul. 2021.pdf
	8 Instruction to authors.pdf
	9 Inner back JST Vol 29 (3) Jul. 2021.pdf

